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SOUNDINGS
Section Editor: Richard Stern

This front section of the Journal includes acoustical news, views, reviews, and general tutorial or select-
ed research articles chosen for wide acoustical interest and written for broad acoustical readership.

ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are asked to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of America

Lynne E. Bernstein—For contributions
to the understanding of communication
problems of the hearing impaired.

Shigeo Ohtsuki—For contributions to
diagnostic ultrasonics.

F. Michael Pestorius—For leadership
in acoustic research.

Paul O. Thompson—For contributions
to psychoacoustics and animal bioacous-
tics.

1799 1799J. Acoust. Soc. Am. 107 (4), April 2000 0001-4966/2000/107(4)/1799/4/$17.00 © 2000 Acoustical Society of America



Charles R. Steele honored by ASME
International

Charles Steele, Member of the Acoustical Society of America, was
awarded the Warner T. Koiter Medal by ASME International~American
Society of Mechanical Engineers! for leading research accomplishments in
solid mechanics and pioneering analytical work in the biomechanics of the
inner ear. The medal, established in 1996, recognizes the effective blending
of theory and application of applied mechanics, and leadership in the inter-
national solid mechanics community.

He has made many contributions to the theory of shells and has been
involved in the development of a noninvasive technique for determining the
mechanical characteristics of bone by measuring its vibrational response.
Steele has published 88 scholarly articles in archive journals and is editor-
in-chief of theInternational Journal of Solids and Structures.

Charles Steele received his bachelor’s degree in mechanical engineer-
ing at Texas A&M College Station, in 1956 and his doctorate in engineering
mechanics at Stanford University in 1960. He is a Fellow of the ASME and
the American Academy of Mechanics.

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2000
2–5 May Oceanic Imaging Conference, Newport, RI@E. Sullivan,

Naval Undersea Warfare Center Division, Newport,
RI; Fax: 401-832-2146; WWW: www.srminc.net/
oceanimg/contact.html#.

17–19 May ASNE Day 2000, Arlington, VA@Andrea Zari, Meet-
ings Department, American Society of Naval Engi-
neers, 1452 Duke St., Alexandria, VA 22314-3458;
Tel.: 703-836-6727; Fax: 703-836-7491; E-mail:
azari@navalengineers.org#.

30 May–3 June 139th Meeting of the Acoustical Society of America,
Atlanta, GA @Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

22–24 June 2000 Binaural Hearing, Hearing Loss & Hearing
Aids, Iowa City, IA @Richard Tyler; Tel.: 391-356-
2471; E-mail: tyler@uiowa.edu; WWW:
www.medicine.uiowa.edu/otolaryngology/news/news#.

13–16 July ClarinetFest 2000, Norman, OK@Dr. Keith Koons, Mu-
sic Dept., Univ. of Central Florida, P.O. Box 161354,
Orlando, FL 32816-1354; Tel.: 407-823-5116; E-mail:
kkoons@pegasus.cc.ucf.edu#.

21–23 September Eighth Annual Conference on the Management of the
Tinnitus Patient, Iowa City, IA@Rich Tyler; Tel.:
319-356-2471; Fax: 319-353-6739; WWW:
www.medicine.uiowa.edu/otolaryngology/news/news#.

22–25 October IEEE Ultrasonics Symposium, San Juan, Puerto Rico
@R. Almar, 896 Buttonwood Lane, Altamonte Springs,
FL 32714; Fax: 407-290-5181; WWW:
www.uffcsymp2000.org#.

4–8 December Joint Meeting: 140th Meeting of the Acoustical Society
of America/NoiseCon 2000, Newport Beach, CA
@Acoustical Society of America, Suite 1NO1, 2 Hun-
tington Quadrangle, Melville, NY 11747-4502; Tel.:
516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

2001
30 April–3 May 2001 SAE Noise & Vibration Conference & Exposi-

tion, Traverse City, MI@Patti Kreh, SAE Int’l., 755 W.
Big Beaver Rd., Suite 1600, Troy, MI 48084; Tel.: 248-
273-2474; Fax: 248-273-2494; E-mail: pkreh@sae.org#.
Deadline for submitting abstracts: 14 July 2000

4–8 June 141st Meeting of the Acoustical Society of America,
Chicago, IL @Acoustical Society of America, Suite

1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

7–10 October 2001 IEEE International Ultrasonics Symposium joint
with World Congress on Ultrasonics, Atlanta, GA@W.
O’Brien, Electrical and Computer Engineering, Univ.
of Illinois, 405 N. Mathews, Urbana, IL 61801; Fax:
217-244-0105; WWW: www.ieee-uffc.org/2001#.

Revision List

New Associates

Al-Jumaily, Ahmed A., Diagnostics and Control Research Centre, Auckland
University of Technology, Private Bag 92006, Auckland 1020 New
Zealand

Anderson, Mark A., 610 SE 5th Street, Pompano Beach, FL 33060
Ansorge, Michael, Inst. of Microtechnology, Univ. of Neuchatel, Rue A-L.

Breguet 2, Neuchatel 2000 Switzerland
Baird, Justin E., Meyer Sound, 2832 San Pablo Avenue, Berkeley, CA

94702
Barton, Robert J., Global Work Environments, Fraunhofer Center for Re-

search in Computer Research, 321 South Main Street, Providence, RI
02903

Bass, James D., 3704 Thomasson Crossing Drive, Triangle, VA 22172
Berg, Roger O., Kockums Naval Systems, Conceptual Design, Stora Varvs-

gatan 11, Malmo S-20555 Sweden
Bonilha, Murilo W., 70 Middlebrook Road, West Hartford, CT 06119
Brancazio, Lawrence, Dept. of Psychology, Northeastern University, 125

NI, 360 Huntington Avenue, Boston, MA 01603
Brothers, Richard J., DERA, Environmental Acoustics, Newtons Road,

Weymouth, Doreset DT4 8UR, U.K.
Busch, Rainer, Luntjenweg 59B, Oldenburg 26131, Germany
Cerjan, Jeff M., Nordam, Materials and Processes Engineering, 602 East 4th

Street, Tulsa, OK 74136
Chambers, David H., Electrical Engineering, Lawrence Livermore National

Lab., P.O. Box 808, L-154, Livermore, CA 94551
Chen, Geng, Inst. of Acoustics, Academy of Sciences, China, Zhong Guan

Cun St. 17, Beijing 100080 P.R. China
Collins, Theodore S., Medical Research Group, Document Center, 13628

Jeff Davis Highway, #3, Woodbridge, VA 22191
Croney, Andrew P., Eurasia Architectural Products, Ltd., Unit A, 151F,

Tower 2, Capitol Center 28 Joardines Crescent, Causeway Bay, Hong
Kong

DeWoody, Robert T., Ingalls Shipbuilding, P.O. Box 149, Pascagoula, MS
39568-0149

Druzhinin, Alexander B., GSRG, British Geological Survey, Murchison
House, West Mains Road, Edinburgh EH9 3LA, Scotland

Dube, Frederick A., IPD, One Corporate Place, Middletown, RI 02842
Frodl, Robert G., Stahlgruber Wohnpark 5, Poing D-85586, Germany
Garrett, Michael D., 1936 Mount Royal Terrace, Baltimore, MD 21217
Geers, Ann E., Central Inst. for the Deaf, 818 South Euclid, St. Louis, MO

63110
Gierlich, Hans Wilhelm, GmbH, Eberstrabe 30a, Herzogenrath 52134 Ger-

many
Glickman, Gary M., Wilson, Ihrig & Associate, Inc., 5776 Broadway, Oak-

land, CA 94618-1531
Gonzalez, Julio, Carlos Albors 66, Picassent, Valencia 46220 Spain
Hankard, Michael, Hankard Environmental, Inc., 205 East Geneseo Street,

Lafayette, CO 80026
Higbie, Nathan B., 59 Newcomb Road, Stoneham, MA 02180
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Parker Hall, Buffalo, NY 14214

Surlykke, Annemarie, Dept. of Psychology, University of Maryland, Col-
lege Park, MD 20742-4411

Tateno, Takashi, Graduate School of Engineering Science, Osaka Univer-
sity, 1-3 Machokaneyama, Toyonaka, Osaka 560-8531, Japan

Thomas, Jeanette A., Lab. of Sensory Biology, Western Illinois Univ. Re-
gional Center, 3561 60th Street, Moline, IL 61265

Thompson, Ronald A., 1055 Nightingale Drive, Palatine, IL 60067
Tokuma, Shinichi, Dept. of English, Sagami Women’s University, 2-1-1

Bunkyo, Sagami-Hara, Kanagawa 228-8533, Japan
Trainor, Laurel J., Psychology, McMaster University, 1080 Main Street

West, Hamilton, ON L8S 4K1, Canada
Valenzuela, Miriam N., UC Berkeley, Psychology Dept., 3210 Tolman Hall,

#1650, Berkeley, CA 94720-1650
Vance, Timothy J., Connecticut College, East Asian Languages, 270 Mohe-

gan Avenue, New London, CT 06320-4196
Walker, John R., 31 Park Road, Portland, Dorset DT5 2AD, U.K.
Wang, Tao, Engineering Science, 104-44, California Inst. of Technology,

1200 East California Boulevard, Pasadena, CA 91125
Wayson, Roger L., Civil and Environmental Eng., Univ. of Central Florida,

P.O. Box 162450, Orlando, FL 32816-2450
Weiss, Lora G., Pennsylvania State University, Applied Research Lab., N.

Atherton Street, State College, PA 16804
Williams, Barry S., 1066 West 450 North, Provo, UT 84601
Woodward, Jon M., 2831 Gill Avenue, Lawrence, KS 66047
Zhou, Chunnan, 1834 Grant Street, Evanston, IL 60201

New Students

Abdelli, Wassima, 199 City Island Avenue, P.O. Box 261, City Island,
NY 10464

Acosta, Guillermo, 250 Pinetree Circle, Decatur, GA 30032
Aravamudhan, Radhika, No. 820, Morris Road, Apt. 6, Kent, OH 44240
Atalla, Youssef Ya., 1464 Choquette, Sherbrooke, PQ J1K 3B8, Canada
Baskent, Deniz, 3320 Keystone Avenue, Apt. 6, Los Angeles, CA 90034
Bischel, Lillian E., 69-43 44th Avenue, 1st Floor, Woodside, NY 11377
Bissonnette, Christian M., Univ. de Sherbrooke, Mecanique, 2500 Boul.

Universite, Sherbrooke, QC J1K 2R1, Canada
Bolduc, MaxiMe, Genie Mecanique, Univ. de Sherbrooke, 2500 Boul. Uni-

versite, Sherbrooke, QC J1K 2R1, Canada
Bonnoit, Alyssa C., Swarthmore College, 500 College Avenue, Swarthmore,

PA 19081
Bowman, Denise M., 14 Scimitar Court, NW, Calgary, AB T3L 2B4,

Canada
Carlson, John G., 2110 Warrington Court, Blenview, IL 60025
Carmena, Jose M., Div. of Informatics, Univ. of Edinburgh, 5 Forrest Hill,

Edinburgh EH1 2QL, Scotland
Casper, Maureen A., 48 Tyler Circle, Rye, NY 10580
Chan, Michael T., 110 East Foster Avenue, #315, State College, PA 16801
Clarke, Cory L., Aerospace and Mechanical Engineering, Boston Univer-

sity, 110 Cummington Street, Boston, MA 02215
Cook, Daniel A., 332943 Georgia Tech Station, Atlanta, GA 30332-1475
Coussios, Constantin C., 7 Lambourn Close, Cambridge CB2 1RF, U.K.
Cruz, Omar, RR 8 Box 9137, Bayamon 00956, Puerto Rico
Daley, Michael J., 641 Marjorie Mae Street, State College, PA 16803
Daniels, Jeffrey A., 195 Jeffrey Drive, Sandpoint, ID 83864
Dayton, Paul A., 510 Arthur Street, #104, Davis, CA 95616
Deloach, Alana G., 99 Wyman Street, Apt. 2, Jamaica Plain, MA 02130
Dias, Vivian F., 630 East 1700 South, #9, Orem, UT 84097
Dix, Gordon R., 562 North 400 East, #14, Provo, UT 84606
Doyle, Timothy E., 3298 North 700 West, Pleasant View, UT 84414-2100
Duchassin, Franck, Genie Mecanique, Univ. de Sherbrooke, Sherbrooke, PQ

J1K 2R1, Canada
Fain, Annika M., Environmental Science and Engineering, Oregon Graduate

Institute, 20000 NW Walker Road, Beaverton, OR 97006
Faulds, Brandon C., 8807 Colonial Drive, Austin, TX 78758
Frisch, Katherine J., 707 Miller Avenue, Ann Arbor, MI 48103
Fuentes Cabrera, Alvaro Rodrigo, Ottawa #4383, Villa Canada San Joaquin,

Santiago, Chile
Ghandi, Ahmad, American Export, Building 68 JFK, Jamaica, NY 11430
Gladden, Joseph R., Pennsylvania State University, Dept. of Physics, 104

Davey Lab., State College, PA 16802
Heake, John F., 637 East McCormick Avenue, State College, PA 16801
Hoffmann, Gustavo A., Rua Thomas Edison, 371, Ivoti RS 93900-000,

Brazil
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Kaschner, Kristin, Marine Mammal Research Unit, Fisheries Center, Univ.
of British Columbia, Hut B-3, 6248 Biological Sciences Road, Vancouver,
BC V6T 1Z4, Canada

Keane, Michael F., 144 Annwood Road, Palm Harbor, FL 34685
Kim, Daniel Y., High-Energy Physics/Cleo Group, Wilson Lab., Harvard

Group, Cornell University, Ithaca, NY 14853
Knightly, Leah M., UCLA Psychology Dept., Graduate Mailroom Box

951563, Los Angeles, CA 90095-1563
Kocbach, Jan M., Kirkegaten 1C, Bergen 5009, Norway
Kumar, Aman, Program in Linguistics, Univ. of Michigan, 105 South State

Street, #1076, Ann Arbor, MI 48109
Lanctot, Benoit, Genie Mecanique, Univ. de Sherbrooke, 2500 Boul. Uni-

versite, Sherbrooke, QC J1K 2R1, Canada
Langlois, Christian, 1950 rue Montagnais, App. 409, Sherbrooke, PQ J1K

2X9, Canada
Leslie, Damian M., 54 Attra Street, Perth WA 6021, Australia
Li, Chi Nin Herman, 8720 Delaware Road, Richmond, BC V7C 4Y3,

Canada
Measer, Kathleen M., SUNY Buffalo, Psychology Dept., Park Hall, Am-

herst, NY 14260-4110
Mencik, Jean Mathieu, Genie Mecanique, GAUS, Boulevard de

L’Universite, Sherbrooke, QC J1K 2R1, Canada
Moore, Geoffrey A., Experimental Psychology Dept., Cambridge Univer-

sity, Downing Street, Cambridge CBZ 3EB, U.K.
Narendran, Mini M., 615 West 15th Street, Apt. #8, Bloomington, IN 47404
Patel, Rupal, 276 St. George Street, #409, Toronto, ON M5R 2P6, Canada
Pavlov, Peter M., 101 Dublinwood Drive, Bellefonte, PA 16823
Pelletier, Yvan, Genie Mecanique, GAUS, Univ. de Sherbrooke, 2500 Blvd.

Universite, Sherbrooke, QC J1K 2R1, Canada
Poliachik, Sandra L., Applied Physics Lab., University of Washington, 1013

NE 40th Street, Seattle, WA 98105-6698
Pouplier, Marianne, 28 Cottage Street, New Haven, CT 06511
Reich, Rebecca D., 4708 Roslyn Avenue, Montreal, PQ H3W 2L2, Canada
Richter, Melanie M., 4523 Prescott Avenue, Apt. 1, Lincoln, NE 68506
Rust, Daniel E., 5442 Brockbank Place, San Diego, CA 92115
Shafiro, Valeriy, 870 West 181st Street, #29B, New York, NY 10033
Shrivastan, Rahul, Speech and Hearing Sciences, Indiana University, 200

South Jordan Avenue, Bloomington, IN 47405
Slama, Angela L., 1515 Chandler Street, #1, Madison, WI 53711
Solberg, Stephen E., 202 East Cherry Street, Vermillion, SD 57069
Sow, Ibrahima, Genie Machanique, Univ. de Sherbrooke, 2500 Blvd. Uni-

versite, Sherbrooke, QC J1K 2R1, Canada
Summers, Jason E., 167 2nd Street, Troy, NY 12180
Teles, Sorin V., Aerospace Engineering and Engineering Mechanics, Iowa

State University, 2019 Black Engineering Building, Ames, IA 50011
Thompson, Michael, 99 West 2170 North, Apt. 301, Provo, UT 84604
Thubthong, Nuttakorn, 34/166 M. 1. Ramaz Rd., Bangkok 10150, Thailand
Tuttle, Brian C., 314 West Nittany Avenue, State College, PA 16801
Ucar, Fatma Nazan, Maison Asahigaska #207, 2-17-1 Asahiganka, Hino-shi

T191-8503, Tokyo, Japan
Wanis, Sameh S., School of Aerospace Engineering, Georgia Inst. of Tech-

nology, Atlanta, GA 30332-0150
Weber, Rolf, Signal Theory, IC 5/36, Ruhr Univ. Bochum, Universitaetsstr.

150, Bochum D-44780, Germany
Wysocki, Tamra M., Linguistics, Univ. of Chicago, 1010 East 59th Street,

Chicago, IL 60637
Zotkin, Dmitry N., Dept. of Computer Science, Univ. of Maryland at Col-

lege Park, A. V. Williams Building, College Park, MD 20742

Members Elected Fellows

M. Badiey, L. E. Bernstein, B. Ferguson, J. R. Franks, C. G. Greene, Jr., J.
M. Hillenbrand, A. Hirschberg, M. Kleiner, R. S. Langley, W. K. Melville,

S. Ohtsuki, F. M. Pestorius, P. O. Thompson, P. L. Tyack, P. J. Vidmar

Associates Elected Members

Z. K. Alhamdani, S. J. Allyn, M. K. Ang, A. Arvaniti, G. A. Ator, P. D.
Baird, C. Bjerrum-Niese, J. F. Bridger, R. J. Brothers, D. M. Byrd, L. N.
Cattafesta, III, D. J. Cheenne, S. L. Denham, T. M. Edgecock, L. J. Fradkin,
L. Franck, M. A. Garces, T. Harada, A. P. Holden, C. W. Holland, T.
Honkalehto, W. L. Kellermann, J-I. Kushibiki, E. Larsen, X. Lei, G. Liu, P.
R. Lizana, O. I. Lobkis, L. N. Long, M. J. Lucas, R. D. Magnuson, M. J.
Moore, R. M. Moroney, L. R. Moss, A. D. Munro, R. V. Murray, C. A.
Negreira, J. C. Osler, V. Pallayil, C. E. Parssinen, N. R. Pennington, N. B.
Roozen, M. V. Shitikova, M. Silveira, P. L. Tan, F. C. Tao, P. W. J. van
Hengel, E. B. Viveiros, S. E. Voss, R. L. Wayson, C. Wong, J. Yang, C.
Zhou

Students to Associates

B. A. Barker, T. K. Berger, T. A. Burnett, M. Dallal, M. J. Dapino, M. F.
Dille, L. E. Dreisbach, D. G. Druker, M. L. Hawley, Y. Hirata, L. L. Holt,
P. Hursky, C. M. Hurtgen, J. A. Ketterling, L. M. Lavoie, W.-S. Lee, T. C.
Lieuwen, J. J. Lister, T. M. Logan, D. O. Ludwigsen, L. Max, G. R.
Mellema, F. R. Ragozzine, R. J. Ruhala, J. A. Shaw, D. D. Sternlicht, S. L.
Tantum, S. M. Tasko, P. Zahorik, S. E. Zeller, B. Zellner-Keller, E. M.
Zettner, E. J. Zimmerman

Associate to Student

W. Soares-Filho

Reinstated

D. Boulahbal, A. K. Krishnamurthy, S. E. Voss, A. C. Walley—Associates

Resigned

G. S. Field, W. Rudmose—Fellows
O. Bergem, O. J. Bonello, P. Dalsgaard, R. K. Goodnow, J. B. Hall, Jr., W.
Hong, E. P. Jensen, W. Kainz, D. Marsh, W. W. Meeks, R. Rasch, W, J,
Remillard, D. O. ReVelle, P. F. D. Seitz, R. L. Sergeant, C. W. Sherry, P. T.
Thawani, E. R. Writer, C-Y. Wu, M. C. Young, P. Zakelj—Members

R. L. Baum, B. Canlon, R. De Mori, A. Garcia, G. A. Gates, P. W. Jacobus,
M. D. Prange, P. J. Price, J. T. Sherman, J. M. N. Vieira, M. J. Wilson—
Associates

L. Fitzpatrick, J-S. S. Genot, E. Kluetz, D. T. Marks, N. C. Michel, P. A.
Ryl—Students

Deceased

J. N. Holmes, S. N. P. Ingemansson—Fellows

J. W. Bray, A. C. Goodman, I. Hochberg, J. F. Keithley, E. W. McMorrow,
E. S. Rogers—Members

Fellow 845
Members 2826
Associates 2857
Students 886

7414
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

Papers published in JASJ „E…
A listing of Invited Papers and Regular Papers appearing in the latest

issue of the Engligh language version of theJournal of the Acoustical So-
ciety of Japan, JASJ~E!, was published for the first time in the January 1995
issue of the Journal. This listing is continued below.

The November issue of JASJ~E!, Vol. 20, No. 6~1999! contains the
following contributions:

A review paper by M. Cohen, J. Herder, and W. L. Martens, ‘‘Cyberspatial
audio technology’’ and regular papers:

T. Irino and M. Unoki, ‘‘An analysis/synthesis auditory filterbank based on
an IIR implementation of the gammachirp’’
Y. Takano, ‘‘Improved acoustical analysis method using the normal deriva-
tive form of a Helmholtz boundary integral equation’’
T. Fujita and S. Ando, ‘‘Subjective evaluations of the sound field in a piano
practice room with reflective sound added using electro-acoustic technol-
ogy’’
S. Tsuge, T. Fukada, H. Singer, and K. K. Paliwal, ‘‘Speaker normalized
spectral subband parameters for noise robust speech recognition’’
H. Mukai, S. Sakamoto, and H. Tachibana, ‘‘Experimental study on the
absorption characteristics of resonance-type brick/block walls’’

The January issue, Vol. 21, No. 1~2000! contains the following regu-
lar papers:

M. Yoshioka, K. Mizutani, and K. Nagai, ‘‘A tomographic visualization of
sound fields using laser diffraction’’
S. Sakamoto, H. Mukai, and H. Tachibana, ‘‘Numerical study on sound
absorption characteristics of resonance-type brick/block walls’’
R. Mochizuki, Y. Arai, and T. Honda, ‘‘A study of the word synthesis
method by using the VCV-balanced word database’’

Proceedings available
Contributions to Psychological Acoustics. Proceedings of the 8th Old-

enburg Symposium on Psychological Acoustics, Oldenburg, Germany, Sep-
tember 1999, edited by A. Schick, M. Meis, and C. Reckhardt. Contains 570
pages with 30 contributions by young scientists with innovative ideas and by
internationally acclaimed experts, conveying insight into the current stand-
ing of the debate among German research groups. The English language
document is published by Oldenburg University. The current list price is 25
Euro or $25, with postage included. For a listing of titles visit
www.physik.uni-oldenburg.de/Docs/aku/symposium99.html

International Meetings Calendar
Below are announcements of meetings to be held abroad. Entries pre-

ceded by an* are new or updated listings with full contact addresses given
in parentheses.Month/yearlistings following other entries refer to meeting
announcements, with full contact addresses, which were published in previ-
ous issues of theJournal.

April 2000
3–4 Structural Acoustics 2000, Zakopane.~Fax:148 12

423 3163; Web: www.cyf-kr.edu.pl/ghpanusz! 8/99
17–18 * Institute of Acoustics „UK … Spring Conference, Liv-

erpool, UK. ~IOA, 77A St. Peter’s Street, St. Albans,
Herts AL1 3BN, UK; Fax: 44 1727 850 553; e-mail:
ioa@ioa.org.uk!

May 2000
5–7 Nordic Acoustics Meeting, Ro”ros.~Fax:147 73 59 14

12; e-mail: aase@tele.ntnu.no! 2/00
17–19 9th International Meeting on Low Frequency Noise

and Vibration , Aalborg. ~Fax: 144 1277 223 453!
6/99

23–26 Russia Acoustical Society Meeting, Moscow. ~Fax:
17 095 126 8411; e-mail: ras@akin.ru! 10/99

23–26 6th International Conference on Tactil Aids, Hear-
ing Aids on Cochlear Implants, Exeter. ~Fax: 144
1392 264111; Web: newton.ex.ac.uk/medphys/pages/
isasc.html! 2/00

23–26 *17th Symposium on Acoustics, Jurata, Poland.~Fax:
148 58 625 4846; e-mail: sha@dolphin.eti.pg.gda.pl!

24–26 Joint International Symposium on Noise Control &
Acoustics for Educational Buildings ~24–25 May!
and 5th Turkish National Congress on Acoustics
~25–26 May!, Istanbul.~Fax:190 212 261 0549; Web:
www.takder.org! 10/99

June 2000
5–9 International Conference on Acoustics, Speech and

Signal Processing„ICASSP-2000…, Istanbul.~Fax: 11
410 455 3969; Web: icassp2000.sdsu.edu! 6/99

6–9 5th International Symposium on Transport Noise
and Vibration , St. Petersburg.~Fax:17 812 127 9323;
e-mail: noise@mail.rcom.ru! 6/99

14–17 IUTAM Symposium on Mechanical Waves for Com-
posite Structures Characterization, Chania. ~Fax:
130 821 37438; Web: www.tuc.gr/iutam! 10/99

July 2000
4–7 7th International Congress on Sound and Vibration,

Garmisch-Partenkirchen.~Fax: 149 531 295 2320;
Web: www.iiav.org/icsv7/html! 12/98

9–13 19th International Congress on Education of the
Deaf & 7th Asia-Pacific Congress on Deafness, Syd-
ney, Australia.~ICED 2000 Secretariat, GPO Box 128,
Sydney, NSW 2001 Australia; Fax:161 2 9262 3135;
Web: www.iced2000.com!

10–13 5th European Conference on Underwater Acoustics,
Lyon. ~Fax: 133 4 72 44 80 74; Web:
www.ecua2000.cpe.fr! 12/99

10–14 *5th International Conference on Mathematical and
Numerical Aspects of Wave Propagation, Santiago
de Compostela, Spain.~Waves2000 Secretariat, Do-
main de Voluceau, BP 105, 78153 Le Chesnay cedex,
France; Web: www.usc.es/waves2000!

August 2000
28–30 INTER-NOISE 2000, Nice. ~Fax: 133 1 47 88 90 60;

*New Web: internoise2000/loa.espci.fr! 6/99
31–2 International Conference on Noise & Vibration Pre-

Design and Characterization Using Energy Methods
„NOVEM …, Lyon. ~Fax: 133 4 72 43 87 12; Web:
www.insa-lyon.fr/laboratories/lva.html! 6/99

September 2000
3–6 5th French Congress on Acoustics—Joint Meeting of

the Swiss and French Acoustical Societies, Lausanne.
~Fax: 141 216 93 26 73! 4/99

13–15 International Conference on Noise and Vibration
Engineering „ISMA 25…, Leuven.~Fax: 132 16 32 24
82; e-mail: lieve.notre@mech.kuleuven.ac.be! 12/99

17–21 Acoustical Society of Lithuania 1st International
Conference, Vilnius. ~Fax: 1370 2 223 451; e-mail:
daumantas.ciblys@ff.vu.lt! 8/99

18–22 *47th Seminar on Acoustics„OSA2000…, Zalew So-
linski, Poland.~e-mail: osa@atena.univ.rzeszow.pl!
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October 2000
3–5 WESTPRAC VII , Kumamoto. ~Fax: 181 96 342

3630; Web: cogni.eecs.kumamoto-u.ac.jp/others/
westprac7! 6/98

3–6 EUROMECH Colloquium on Elastic Waves in
NDT, Prague. ~Fax: 1420 2 858 4695; e-mail:
ok@bivoj.it.cas.cz! 10/99

12–14 International Conference on Newborn Hearing
Screening, Milan. ~Fax: 139 2 23993367/.60; Web:
www.biomed.polimi.it/nh2000! 2/00

16–18 2nd Iberoamerican Congress on Acoustics, 31st Na-
tional Meeting of the Spanish Acoustical Society,
and EAA Symposium, Madrid. ~Fax: 134 91 411
7651; e-mail: ssantiago@fresno.csic.es! 12/98

16–20 6th International Conference on Spoken Language
Processing, Beijing. ~Fax: 86 10 6256 9079; Web:
www.icslip2000.org! 10/98

August 2001
28–30 INTER-NOISE 2001, The Hague. ~Web:

internoise2001.tudelft.nl! 6/99

September 2001
2–7 17th International Congress on Acoustics„ICA …,

Rome.~Fax:139 6 4424 0183; Web: www.uniromal.it/
energ/ica.html! 10/98

10–13 International Symposium on Musical Acoustics
„ISMA 2001…, Perugia.~Fax:139 75 577 2255; e-mail:
perusia@classico.it! 10/99

October 2001
17–19 32nd Meeting of the Spanish Acoustical Society, La

Rioja. ~Fax: 134 91 411 76 51; Web: www.ia.csic.es/
sea/index.html! 10/99

September 2002
16–21 Forum Acusticum 2002„Joint EAA-SEA-ASJ Meet-

ing…, Sevilla. ~Fax: 134 91 411 7651; Web:
www.cica.es/aliens/forum2002! 2/00
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Ultrasonic Waves in Solid Media

Joseph L. Rose

Cambridge University Press, 1999.
Price: $90.00 (hardcover), ISBN: 0521640431.

This new book by Joseph L. Rose of The Pennsylvania State Univer-
sity is a comprehensive review of ultrasonic wave propagation in solid me-
dia with special emphasis on ultrasonic nondestructive evaluation~NDE!
and quantitative materials characterization. During the last 20–30 years,
NDE in general, and ultrasonic NDE in particular, has become a mature
engineering principle that is taught at both undergraduate and graduate lev-
els at many of the leading academic institutions all over the world. Still,
there have been very few successful efforts to write a textbook connecting
the fundamental physics of elastic wave propagation to practical engineering
applications and, in particular, the inherently rather elaborate analytical
methods to the design and evaluation of experimental measurements. Rose’s
new textbook provides a seamless connection between the two conventional,
often unnecessarily separated, poles of theory and experiments. Throughout
the book, the author presents a rigorous summary of the relevant fundamen-
tals, that can be found only in the best theoretical works that have been used
as textbooks by graduate students and practicing researchers for years, like
B. A. Auld’s Acoustic Fields and Waves in Solids~Krieger, Malabar, 1990!
or J. D. Achenbach’sWave Propagation in Elastic Solids~Elsevier Science,
Amsterdam, 1984!. Still, his approach is clearly that of somebody who is
ultimately interested in the experimental aspects of acoustic wave propaga-
tion in solids, like K. F. Graff’s widely used textbook of similar inception,
Wave Motion in Elastic Solids~Dover, New York, 1991!. However, Rose
focuses on the high-frequency aspects of acoustic wave propagation and his
main goal is to lay down the foundations for applied research in ultrasonic
nondestructive evaluation and materials testing. This practicality is unparal-
leled in other basic textbooks written on the subject and could be found
previously only in textbooks specifically written for experimentalists, such
as J. Krautkramer and H. Krautkramer’s celebratedUltrasonic Testing of
Materials ~Springer, Berlin, 1990!. The book is organized into 20 chapters
followed by five appendices containing additional information that might be
especially valuable in graduate studies. Parts of the book could serve as
reading material for senior-level undergraduate or dual-level graduate
courses, but the bulk of the material is more suitable for advanced graduate
courses and could easily support a three-quarter or two-semester series on
ultrasonic wave propagation and nondestructive evaluation.

After a short Introduction in Chap. 1, the following two chapters
present the fundamental dispersion principles and wave equations in both
isotropic and anisotropic media. As in most standard texts, the distinction
between phase and group velocities is brought out and the most important
anisotropic wave propagation phenomena are discussed in detail. In Chaps.
4 through 6, acoustic reflection, refraction, and scattering are reviewed.
Chapter 4 starts with the simple case of normal incidence reflection/
transmission at a plane interface separating semi-infinite media and contin-
ues with the discussion of the basic concepts of oblique incidence wave
refraction including Snell’s Law, critical angles, and mode conversion.
Chapter 5 builds on these concepts and demonstrates how the reflection and
transmission coefficients can be calculated generally for different boundary
conditions. Chapter 6 briefly introduces the most important methods used in
wave-scattering calculations. With the exception of the normal-mode de-
composition technique, which is well demonstrated through the example of
shear horizontal wave scattering from a cylindrical cavity, the rest of this
short summary dealing with the boundary element method, the Born ap-

proximation, and theT-matrix approach, is perhaps a bit ambitious and is
merely introduced in order to make the reader aware of the different possi-
bilities.

Chapters 7 through 13 deal with different types of guided waves that
represent the main area of focus in this book. The topics include the funda-
mental Rayleigh-type surface mode propagating on the free surface of a
solid half-space, Lamb-type guided modes propagating in thin plates,
Stoneley-type interface waves propagating along the interface separating
two elastic half-spaces, Scholte-type interface waves propagating along the
surface of a fluid-loaded solid half-space, both vertically and horizontally
polarized surface modes propagating on a layered half-space, longitudinal,
torsional, and flexural waves in cylindrical rods, both circumferential and
axial guided waves in hollow cylinders, leaky guided waves along immersed
shells, and generalized guided waves in multiple-layer structures such as
coated plates, adhesively bonded and diffusion-bonded plates. Although the
presentation of the fundamental dispersion relationship is fairly straightfor-
ward in each particular case, the sheer number of the elements in the corre-
sponding characteristic matrix and the algebraic complexity of the resulting
dispersion equation is sometimes overwhelming. Possibly, it would have
been beneficial to present all the explicit expressions for the characteristic
matrices separately in one of the appendices so that the underlying physics
could be more apparent for less experienced readers who do not necessarily
want to experiment with numerical evaluation of a six-by-six or even
higher-order secular determinant.

The one minor difficulty this reviewer experienced while otherwise
thoroughly enjoying reading through this part of the book was the rather
casual, alternating use of theei (kx2vt) andei (vt2kx) complex amplitude con-
ventions for harmonic waves. Undoubtedly, either convention is as good as
the other, since only the real part of the complex quantity is assumed to
represent the actual physical quantity. However, inexperienced students
might be confused by a sign that changes from chapter to chapter and, in
some cases, even within the same chapter. Furthermore, the sign convention
does make an important physical difference in some cases, for example, in
choosing between the first and second kind of Hankel functions for the
appropriate leaky field produced by axial guided waves in an immersed
cylinder or whether the attenuation coefficient of the guided wave is equal to
the imaginary part of the wave number or to its negative value.

Chapter 14 deals with the influence of nonideal sources, a topic of
great practical importance that is entirely missing from almost all textbooks
written about ultrasonic wave propagation in solid media. The two particular
examples discussed in greater detail include dispersive guided wave genera-
tion and detection in traction-free plates and bulk wave generation and de-
tection in three-dimensional anisotropic media. In the first case, the selec-
tivity of an ultrasonic angle-beam transducer for a particular plate mode is
analyzed by the normal-mode expansion technique and the role of the trans-
ducer’s size, through its effect on the directivity pattern, is shown to be as
important as its center frequency and bandwidth. In the case of an aniso-
tropic medium, beam skewing in other than principal directions often results
in specific problems such as apparent energy loss, anomalous focusing,
beam splitting, etc. A simple numerical integration method using Green’s
functions is shown to accurately predict the previously mentioned aniso-
tropic distortions of the acoustic beam in transversely isotropic materials as
well as in more generally anisotropic media.

Following the main line of the book, Chaps. 15 and 16 continue the
discussion of different types of guided waves in plates. First, the family of
horizontally polarized guided modes is presented. Traditionally, the
Rayleigh–Lamb modes of sagital polarization are primarily associated with
wave propagation in plates. These modes, which are combinations of longi-
tudinal and vertically polarized shear partial waves, can be readily generated
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and detected via normal surface tractions in either immersion or contact
inspection and they allow a more complete characterization of material
properties than the horizontally polarized family, which contains only shear
partial waves. However, with the recent development of electromagnetic
acoustic transducers~EMATs!, horizontally polarized plate modes can also
be relatively easily exploited for flaw detection or texture assessment in
sheet metal, and these guided modes are expected to play an increasing role
in future ultrasonic NDE applications. As a final note on guided wave propa-
gation, ultrasonic waves propagating in a free anisotropic layer, such as a
composite lamina, are considered in Chap. 16. The main differences be-
tween the isotropic and anisotropic cases are briefly explained and the char-
acteristic anisotropic features are demonstrated through the example of a
typical unidirectional composite plate. It would have been beyond the scope
of Rose’s book to extent this discussion to the case of multilayered com-
posite laminates; interested readers are referred to A. H. Nayfeh’s recent
book on this subject,Wave Propagation in Layered Anisotropic Media with
Applications to Composites~North-Holland, Amsterdam, 1995!.

The following three chapters of the book are dedicated to three special
topics of great interest in ultrasonic materials characterization. Chapter 17
discusses the most crucial issues of data inversion, i.e., how the sought
elastic moduli of the material can be obtained from the actually measured
velocity data. This inversion is particularly difficult in the case of aniso-
tropic media, when often as many as five to nine independent constants need
to be determined and sufficient accuracy cannot be achieved unless the
measurements are made not just arbitrarily based on the convenience of the
experimental arrangement but more systematically based on the sensitivity
of given modes to a limited number of elastic moduli. Chapter 18 outlines
the basic concepts of viscoelasticity and briefly reviews its impact on ultra-
sonic wave propagation. The well-known Maxwell and Kelvin–Voight
models are analyzed in detail, but the readers are advised that overwhelming
experimental evidence suggests that the actual behavior of most viscoelastic
materials, such as plastics, adhesives, and epoxy matrix composites, appear
to be best modeled at ultrasonic frequencies by assuming that both the real
and imaginary parts of the elastic moduli are independent of frequency.
Finally, Chap. 19 discusses the influence of stress on the velocity of ultra-

sonic waves propagating in solid media. This so-called acousto-elastic effect
is arguably the most important nonlinear phenomenon that can be exploited
for ultrasonic materials evaluation and plays a unique role in nondestructive
residual stress assessment.

The last chapter of the book presents a short introduction to the most
efficient analytical tool available for numerical modeling of ultrasonic wave
propagation in solid media, namely the boundary element method. By its
nature, Chap. 20 belongs a little more to the following excellent and very
useful appendices rather than to the rest of the book, which is focused
mainly on the physical concepts of ultrasonic wave propagation. These ap-
pendices include a short review of the special methods and instrumentation
used in ultrasonic NDE, a list of basic formulas from the theory of elasticity,
that are particularly relevant to ultrasonic wave propagation, a very useful
introduction to the use of complex variables, some examples of Schlieren
imaging and dynamic photoelasticity, and a series of key wave propagation
experiments. This last appendix contains seven basic experiments that pro-
vide the students with sufficient laboratory experience not only to better
understand the theoretical concepts learned from this textbook but also to
start individual graduate research in ultrasonic NDE. Along with the excel-
lent series of questions and problems presented in the exercise sections at
the end of each chapter, this extensive set of appendices makes this textbook
especially valuable for both graduate students and educators. Overall,
Rose’sUltrasonic Waves in Solid Mediais clearly the product of many
years of combined experience in teaching and research in the subject area
and it will undoubtedly serve as one of the most influential textbooks for
generations of graduate students in ultrasonic nondestructive testing and
materials characterization all over the country as well as in other parts of the
world.

PETER B. NAGY
Department of Aerospace Engineering and Engineering Mechanics
University of Cincinnati
Cincinnati, Ohio 45221-0070
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Acoustics of Layered Media I: Plane and
Quasi-plane Waves „Springer Series on Wave
Phenomena Volume 5 …

Second, Updated Printing (softcover)

L. M. Brekhovskikh and O. A. Godin

Springer-Verlag, New York, 1998.
x1242 pp. Price: $59.95.

Acoustics of Layered Media II: Point Sources
and Bounded Beams „Springer Series on
Wave Phenomena Volume 10 …

Second, Updated and Enlarged Edition

L. M. Brekhovskikh and O. A. Godin

Springer-Verlag, New York, 1999.
xv1524 pp. Price: $139.00.

These two monographs, which we will refer to as ALM I and II, are
revised versions of books first published in 1990 and 1992, respectively. The
publisher does not actually refer to ALM I as a second edition but rather as
a second, softcover, printing of the first edition. While the revisions to ALM
I are minor, the revisions and additions to ALM II are extensive and resulted
in a 33% increase in the number of pages.

The books originated from a single body of work devoted to a sum-
mary review of sound-wave propagation in inhomogeneous media. Since it
clearly would not have been practical to publish the material in a single
book, it was divided according to the nature of the acoustic source. In ALM
I monochromatic plane waves, both homogeneous and inhomogeneous, are
treated, as well as pulsed plane waves. ALM II treats point sources and
bounded wave beams. There are other divisions as well. Elastic wave propa-
gation is discussed in ALM I and propagation in a range-dependent wave-
guide is treated in ALM II. While the two books are self-contained, the
material in the first three chapters of ALM II, devoted to the refraction and
reflection of spherical waves, the reflection of bounded beams, and to an
excellent discussion of lateral waves, has more in common with ALM I than
with the rest of the material in ALM II. I have found that there is a degree
of continuity and ease of reading if these three chapters are read after having
read ALM I.

Any summary review of wave propagation in layered media must nec-
essarily build on the material in Acad. Brekhovskikh’s earlier books and at
first glance, it might seem ALM I and II simply represent a more mathemati-
cal treatment of old topics. These books actually provide a comprehensive
survey of contemporary research in acoustical wave propagation. Many of
the citations are to material published in 1999. Older topics are treated, of
course, but with such thoroughness and from such an original point-of-view
that new, interesting results are often obtained.

Even though there is an emphasis on the authors’ own research con-
tributions, the treatment of topics is balanced and contributions by others are
thoroughly discussed. In addition, summaries are included, with references,
of topics not considered in detail. These summary paragraphs are a valuable
feature of the books. The books do not treat several of the research themes
that have preoccupied U.S. underwater acousticians during the last two de-
cades including propagation through random media, ocean acoustic tomog-
raphy, and global propagation problems. They do deal with some of the
fundamentals upon which these subjects are based.

ALM I and II were written in English by the authors; they are not
translations by a native English speaker of earlier Russian editions. Most of
the minor language and typographical errors have been corrected in the new
versions but a few remain. In general, they do not hinder readability.

Before surveying the material chapter by chapter, it is worthwhile
mentioning some of the significant features of these books. They contain a
detailed treatment of acoustic propagation in moving media. Throughout
both books a topic is first studied for a medium at rest and then generalized
to a moving one. The authors derive new equations for linear propagation in
moving media that include, as special cases, many of the equations derived
by others. Modal, geometric acoustics, and parabolic approximation descrip-
tions of propagation in moving media are developed.

The Reciprocity Principle and the Flow Reversal Theorem are central

themes of ALM II. These symmetry relations state that an acoustic quantity
is invariant under interchange of source and receiver and, if the medium is
moving, reversal of the flow. They are of both practical and theoretical
importance. These relations are derived and studied for many different situ-
ations and used to obtain general constraints on propagation processes and
to develop new, approximate, propagation models.

Chapter 8 of ALM II is new in this edition and contains a discussion of
a new, fundamental reformulation of the theory of both acoustic and
acoustic-gravity waves in three-dimensional, inhomogeneous moving me-
dia. The focus is the study of reciprocity and energy conservation using a
hybrid Eulerian–Lagrangian description. This description, which has been
used in a somewhat different form by other researchers, leads to simplified
equations of motion and boundary conditions and is used to obtain, under
very general conditions, the Flow Reversal Theorem as well as other con-
servation laws. A number of applications of this new approach have already
been published.

These books are characterized by a high degree of thoroughness in the
treatment of the topics considered. It is this thoroughness as much as any-
thing else that allows the authors to discover interesting results even when
they consider old topics. Two illustrative examples are the treatment of
boundary conditions and of source terms. The authors not only consider the
usual types of rigid boundary and interface conditions but also investigate,
starting from first principles, how the conditions change when the medium is
in motion or the boundary is deformable. As a consequence, some new
results are obtained. In ALM II source terms are included from the begin-
ning in the Euler and continuity equations is a form based on physical
considerations. Because of this approach, the authors are able to show, for
example, that the acoustic quantity invariant under interchange of source
and receiver positions~Reciprocity Principle! depends on the nature of the
source. If the authors had been less thorough in their treatment of source
terms, they would have missed this fascinating result.

The lists of references is a valuable feature of the books. There are
over 1700 citations in the two books. The majority of these are to material
originally published in English~67%! or translated into English from Rus-
sian ~15%!. Another 15% of the citations are to references in Russian that
have not been translated—typically books, conference proceedings, and
older research articles. About 2% are to references published in German or
French. The authors went to great effort to make the lists comprehensive,
up-to-date, correct, and useful.

In Chapter 1 of ALM I the linear wave equations are derived for
acoustic waves in an inhomogeneous moving media and for elastic waves in
isotropic solids. This derivation is repeated in Chapter 4 of ALM II but there
sound sources are included. We see in Chapter 1 the first example of a
technique used throughout. The wave equation is transformed to some de-
sirable form by introducing a new independent~vertical! variable and by
scaling the field. In this case the equation for a plane wave in a medium with
density and flow field stratification is reduced to a Helmhotz-like equation.
The same technique is used to show the similarity between a horizontally
polarized shear wave propagating in a layered solid and a sound wave
propagating in a layered fluid. Chapter 2 considers monochromatic plane
waves propagating in stationary and moving discretely layered media. The
emphasis is on calculating the reflection and transmission coefficients.
Chapter 3 considers exact solutions to the wave equation for continuously
layered media. By transforming the equation to a general, solvable form,
essentially all the possible solvable models are constructed and several are
discussed in detail. In Chapter 4 reflection of waves from discretely layered
solid media is studied. Various cases are considered—elastic media with
free boundaries, two or more solids in contact with one another, and a solid
in contact with a fluid. Rayleigh, Stonely, and other types of waves that can
exist near the boundary of an elastic medium are also discussed.

Reflection of pulsed sound waves from discrete and continuous lay-
ered media is discussed in Chapter 5 based on the law of conservation of
integrated pulse. We see here another characteristic of the books. Through
their analysis the authors are able to clear up confusion resulting from errors
in the literature. In this case, the error relates to the change in shape of a
pulse as it propagates in a waveguide. Chapter 6 is an interesting chapter in
which the universal properties of reflection and transmission coefficients are
discussed—those properties that are independent of the detailed nature of
the stratification. Chapter 7 considers viscoelastic media and absorptive flu-
ids, anisotropic elastic media and fine layered media. The discussion of the
case when the modulus of the reflection coefficient is greater than unity for
two viscoelastic media in contact has been improved in this printing. Chap-
ters 8 and 9 treat the WKB approximation, its range of validity, and methods
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for estimating the sound field when the approximation is not adequate.
Chapter 10 discusses the determination of the reflection coefficient and the
impedance for an arbitrary layered media. It is suggestive of Chapter 6 and
contains some improvements over the first printing. The focus is on the use
of equations satisfied by the reflection coefficient rather than those satisfied
by the sound field.

Turning now to ALM II, we have already mentioned the material in its
first three chapters and in Chapter 8. After deriving the linear equations that
determine the sound field, Chapter 4 continues with a discussion of reci-
procity relations and exact solutions to the wave equation. The discrete
spectral~modal! representation of the field in layered media is derived. This
is done not by using separation of variables and expanding the sound field in
a complete set of eigenfunctions of the one-dimensional wave equation but
by associating modes with the residue of poles in an integral representation
of the field. This 40-page discussion is full of useful techniques and inter-
esting results. For example, the discrete spectrum of the sound field of a
point source in a moving medium cannot, in general, be represented in terms
of a superposition of modes, unlike the case of a medium at rest. Chapter 5
develops the geometric optics approximation and Chapter 6 is devoted to a
discussion of the sound field in the neighborhood of a caustic. This chapter
is somewhat unsatisfying. The line diagrams are not particularly informative
and the chapter is full of tedious algebraic details. This is certainly not the
place to look if one is interested in learning about the geometric structure of
caustics. On the positive side the chapter does discuss how to calculate the
sound field in the vicinity of a few types of caustics and this, after all, is
what is ultimately important.

Chapter 7, devoted to wave propagation in a range-dependent wave-
guide, is one of the more important chapters in the books. Representation in
terms of local modes is discussed as is the use of horizontal rays and vertical
modes. The section on rays in range-dependent waveguides centers about
the use of the ray invariant. The last part of this chapter is devoted to
parabolic equation methods. The introductory material is somewhat dated
but the authors make up for this shortcoming in their discussion of the
parabolic approximation for a field in a moving medium.

Appendix A reminds one of Chapter 4 ofRadiation and Scattering of
Waves, by Felsen and Marcuvitz~IEEE Press, 1994!. It contains a useful
discussion of the classes of integrals that are typically approximated by the
method of steepest descent. These integrals are encountered throughout the
text. Uniform asymptotic approximations are also discussed.

Appendices B and C are new with this edition and could have been
included as separate chapters in the body of the book. Appendix B is con-
cerned with a modal description of propagation in a waveguide having

range-dependent boundaries or interfaces. This is a difficult and subtle prob-
lem because the boundary conditions satisfied by the acoustic field differ
from those satisfied by the local modes. The series expansion of the field in
terms of modes can be so poorly convergent that it is not always possible to
interchange differentiation and series summation and substitution of the se-
ries into the wave equation leads to coupled-mode equations that are un-
physical. The authors address this problem by using energy conservation
and reciprocity rather than by using the wave equation. They are able to
derive coupled-mode equations that correct or extend the work done by
others.

In Appendix C parabolic equations are derived starting with the con-
straints imposed by energy conservation and reciprocity. The authors begin
by rigorously defining what is meant by these concepts in the context of the
parabolic approximation. Using an inductive rather than a deductive process,
they develop improved, wide-angle parabolic equations. There are some
gems here for aficionados of the parabolic approximation: for the case con-
sidered, energy conservation and reciprocity are equivalent; self-adjointness
of the vertical operator in a parabolic equation generally leads to a conser-
vation law that is different from and incompatible with the energy conser-
vation law; and reciprocal, wide-angle parabolic equations typically require
range-derivatives of the medium parameters in their coefficients.

With a very careful choice of topics to be covered, I think these books
could be used as texts for an advanced graduate course.~The authors’ state-
ment that senior undergraduate courses were taught using the books refers to
the Soviet system where an undergraduate was someone working toward a
degree roughly equivalent to a MS degree.! It should be noted these books
require a motivated reader; one does not gain much from a superficial read-
ing.

For the researcher, these books could not only provide a valuable
source of reference material and a useful introduction to the literature on a
given topic, but could also be the source of new research ideas.

In summary, ALM I and II represent an impressive achievement on the
part of the authors as well as a great deal of ordinary hard work. They are
recommended for anyone interested in the theoretical aspects of wave
propagation.

DAVID R. PALMER
Office of the Director
NOAA Atlantic Oceanographic and Meteorological Laboratory
Miami, Florida 33173
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reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
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5,886,264

43.20.Rz SYSTEM AND METHOD FOR PREDICTING
SOUND RADIATION AND SCATTERING FROM
AN ARBITRARILY SHAPED OBJECT

Quiang Hu and Sean F. Wu, assignors to Wayne State University
23 March 1999„Class 73Õ646…; filed 5 May 1997

Prediction of the acoustic pressure radiated from a vibrating object into
an unbounded fluid is accomplished via a surface integral of the particle
velocity. That velocity is determined nonintrusively via a Doppler laser
velocimeter. The computed solutions are unique and can be obtained with
high numerical efficiency by use of standard Gaussian quadratures.—EEU

5,901,231

43.38.Fx PIEZO SPEAKER FOR IMPROVED
PASSENGER CABIN AUDIO SYSTEMS

Michael J. Parrella et al., assignors to Noise Cancellation
Technologies, Incorporated

4 May 1999„Class 381Õ86…; filed 25 September 1995

Small, flat, piezoelectric modules are attached to the sides and roof of
a vehicle cabin to reproduce mid and high frequencies. ‘‘Since midrange
and high-frequency sounds are the most readily attenuated by the materials
in the automobile..., placing these sound sources close to the listener im-
proved the perceived sound quality.’’—GLA

5,884,254

43.38.Hz METHOD AND APPARATUS FOR
RESTRICTING MICROPHONE ACCEPTANCE
ANGLE

Melih Uear, assignor to Sensimetrics Corporation
16 March 1999„Class 704Õ231…; filed 2 August 1995

The patent describes a method of limiting the width of microphone
system’s pickup lobe. Secondary mics on either side of the primary mic are
turned away from each other, leaving only a narrow angle of pickup overlap.
When both side mics are receiving a signal, the main mic is turned on. The
patent does not discuss smoothing of the side-mic control signals, either
before or after the AND gate which controls the main mic.—DLR

5,793,877

43.38.Ja THROUGH-WINDOW SPEAKER Õ
MICROPHONE

James Peter Tagg, assignor to Moonstone Technology Limited
11 August 1998„Class 381Õ156…; filed 19 May 1995

A conventional loudspeaker voice coil is used to drive a small flat
glass plate. This motor assembly is then mounted to a larger sheet of glass,
such as a shop window. The object is, ‘‘...to efficiently transfer plate move-
ments to the window for causing the window to directly radiate sound as a
result of speaker coil motion.’’—GLA

5,818,950

43.38.Ja SPEAKER SYSTEM AND ITS SUPPORT
LEGS

Yoshio Sakamotoet al., assignors to Kabushiki Kaisha Kenwood
6 October 1998„Class 381Õ201…; filed in Japan 25 February 1994

A rigid, portable projection screen might easily be 2 in. thick without
impairing its utility as a screen. The resulting internal cavity could then be
used to house built-in stereo speakers. However, it is obvious that unusual
speakers and baffling means must be employed. The patent describes a fairly
elaborate scheme to generate low frequencies. This is combined with more
conventional mid- and high-frequency transducers to cover a frequency
range from about 50 to 20 000 Hz.—GLA

5,850,460

43.38.Ja BASS SPEAKER

Shoji Tanaka et al., assignors to Matsushita Electric Industrial
Company, Limited

15 December 1998„Class 381Õ186…; filed in Japan 1 September
1994

A single-ended bandpass system consists of a loudspeaker, a sealed
rear cavity, and a vented front cavity. If the vent is replaced by a passive
radiator, total volume can be slightly reduced and unwanted sound radiation
from the vent is greatly attenuated. The patent suggests that if two identical
systems are mounted back to back, then inertial forces are canceled and
enclosure vibrations are reduced accordingly.—GLA
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5,875,255

43.38.Ja HIGH POWER ELECTROACOUSTIC
SPEAKER SYSTEM HAVING WIDE BAND
FREQUENCY RESPONSE

Paul G. Campbell, Detroit, MI
23 February 1999„Class 381Õ345…; filed 28 August 1997

Every few years someone gets the idea of making a loudspeaker en-
closure function like a bass viol. Enclosure panel resonances are deliberately
heightened rather than suppressed. The patent describes an otherwise con-
ventional vented loudspeaker system having at least two novel features:~1!
a low-pass filter located in the vent~an absorptive ring!, and~2! a sound post
connecting the front and back panels. The goal is to provide wideband
response at very high sound levels for amplified musical instruments.—
GLA

5,884,194

43.38.Si HANDS-FREE TELEPHONE

Koichi Shiraki, assignor to Mitsubishi Denki Kabushiki Kaisha
16 March 1999„Class 455Õ570…; filed in Japan 16 May 1997

This hands-free telephone system is similar to prior applications of this
type of circuit in making use of signal-level measurements, threshold com-
parisons, and voice-detection systems. Various embodiments of the present

invention arrange these elements in different ways to improve the system’s
performance in handling all four combinations of neither end, one end, or
both ends talking, while reducing clicks and cutouts.—DLR

5,889,843

43.38.Si METHODS AND SYSTEMS FOR
CREATING A SPATIAL AUDITORY ENVIRONMENT
IN AN AUDIO CONFERENCE SYSTEM

Andrew Jay Singer et al., assignors to Interval Research
Corporation

30 March 1999„Class 379Õ202…; filed 4 March 1996

The invention is concerned with multiple-site audio teleconferencing.
It relies on binaural pickup and includes user control of ‘‘metaphorical
representations’’ of each site. ‘‘It...provides a new model for creating virtual
spaces of communication through coherent audio and conceptual represen-
tation.’’ Although the terminology is rarified, the patent is clearly written
and the concept is interesting.—GLA

5,799,094

43.38.Vk SURROUND SIGNAL PROCESSING
APPARATUS AND VIDEO AND AUDIO SIGNAL
REPRODUCING APPARATUS

Tomohiro Mouri, assignor to Victor Company of Japan, Limited
25 August 1998„Class 381Õ18…; filed in Japan 26 January 1995

Conventional two-channel stereo reproduction relies on a phantom
center image to fill the space between the two speakers. Relatively simple
signal processing can also create the illusion of images lying beyond, rather
than between, the loudspeakers. Recent work with more elaborate head-

transfer functions can generate well-localized left and right rear phantom
channels, allowing five-channel stereo recordings to be reproduced through
two loudspeakers. The invention falls into this category. Symmetrical pairs
of localizing filters are used to create the two rear channels.—GLA

5,809,150

43.38.Vk SURROUND SOUND LOUDSPEAKER
SYSTEM

Steven J. Eberbach, Ann Arbor, MI
15 September 1998„Class 381Õ24…; filed 12 October 1995

A pair of loudspeakers in a conventional enclosure can be connected
through phase-shift networks to function as a gradient source over a fairly
wide range of frequencies. The penalty is 6 dB per octave of low-frequency
rolloff which must be made up by equalization. Some home theater systems
use dipole loudspeakers to reproduce surround channels; however, the
patent suggests that a skewed hypercardioid pattern may be superior because
of the narrow angle between principal lobe and null. ‘‘Rear’’ surround
speakers can be located in the front of the listening room.—GLA

5,812,676

43.38.Vk NEAR-FIELD REPRODUCTION OF
BINAURALLY ENCODED SIGNALS

Edwin C. Johnson, Jr., assignor to Bose Corporation
22 September 1998„Class 381Õ24…; filed 31 May 1994

The invention is the audio equivalent of an old-fashioned stereoptican
viewer. A chin support 20 is provided to position the listener’s head cor-
rectly in relation to near-field loudspeakers 28 and 30. The device may also
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incorporate a video screen. ‘‘When reproducing binaurally encoded signals,
it creates a three-dimensional auditory illusion that is more realistic than the
illusions produced by headphones or by far-field loudspeakers.’’—GLA

5,822,438

43.38.Vk SOUND–IMAGE POSITION CONTROL
APPARATUS

Satoshi Sekineet al., assignors to Yamaha Corporation
13 October 1998„Class 381Õ17…; filed in Japan 3 April 1992

In a conventional two-channel stereo mixing console, individual
sources can be panned anywhere between full left and full right. The pan pot
simply adjusts relative levels between left and right channels. The patent
describes a more sophisticated position control incorporating variable delay
and interaural crosstalk cancellation, enabling virtual images to be located
beyond, as well as between, the two loudspeakers.—GLA

5,907,880

43.40.Tm METHOD FOR PROVIDING ACTIVE
DAMPING OF THE VIBRATIONS GENERATED BY
THE WASHING ASSEMBLY OF WASHING
MACHINES AND WASHING MACHINE
IMPLEMENTING SAID METHOD

Piero Durazzani and Lucio Valent, assignors to Electrolux
Zanussi S.p.A.

1 June 1999„Class 8Õ159…; filed in Italy 15 May 1997

The central feature of this patent consist of replacement of the conven-
tional shock absorbers that connect between a washing machine’s wash
drum and the machine housing by shock absorbers whose damping is ad-
justed automatically as the drum’s rotational speed changes. The latter shock
absorbers contain an electrorheological fluid, whose viscosity depends on
the magnetic field to which it is subjected. Here, this field is provided by an
electromagnet whose strength is adjusted in accordance with the drum’s
speed on the basis of a signal provided by a tachometer or similar device.—
EEU

5,924,261

43.40.Tm METHOD AND APPARATUS FOR
DAMPING STRUCTURAL VIBRATIONS

J. Robert Fricke, assignor to Massachusetts Institute of
Technology

20 July 1999„Class 52Õ720.1…; filed 12 June 1996

Damping of hollow structural members is accomplished by filling
them with granular material; damping of open structural members is
achieved by placing granular material in intimate contact with them. Unlike

relatively heavy granular materials like sand or lead shot, which have been
used similarly, the granular materials described in this patent are such light-
weight materials as polyethylene beads and glass microspheres. The patent
states that the size, shape, material properties, and composition of these
materials may be engineered to meet performance criteria for specific
applications.—EEU

5,859,856

43.40.Yq ELECTROMAGNETIC ACOUSTIC
TRANSDUCER AND METHODS OF DETERMINING
PHYSICAL PROPERTIES OF CYLINDRICAL
BODIES USING AN ELECTROMAGNETIC
ACOUSTIC TRANSDUCER

Ward L. Johnson, George A. Alers, and Bertram A. Auld,
assignors to the United States of America as represented by the
Secretary of Commerce

20 April 1999 „Class 73Õ643…; filed 2 August 1994

A plurality of magnets is distributed circumferentially inside a tubular
housing, with the magnets extending radially and adjacent magnets having
opposite polarities. The cylindrical body to be tested is inserted axially in
the circular space remaining near the center of the housing. Coils are pro-
vided in the space between the magnets and the test object, with some coils’
wires extending axially and others circumferentially~in solenoid fashion!.
Current flowing in the coils produce eddy currents in the test object; inter-
action of these with the magnetic field result in Lorentz forces acting on the
test object. Depending on the coils configuration used and on the current
supplied to them, these forces can be made to induce radial, axial shear,
compressional, or torsional vibrations in the test object. The responses,
sensed via wire coils, are claimed to be useful for the determination of the
temperature, dimensions, elastic constants, damping coefficients of a cylin-
drical object, or the texture and grain orientation of its material.—EEU

5,870,483

43.40.Yq SOUND-INSULATING CAP FOR SOUND
LEVEL METERS

George S. K. Wong and Noland L. Lewis, assignors to National
Research Council of Canada

9 February 1999„Class 381Õ189…; filed 24 February 1997

This patent pertains to a cap intended to fit over a microphone, so as to
shield the microphone from ambient acoustic noise. The purpose of a mea-
surement made in this manner is to determine the sensitivity of the
microphone/sound-level-meter system to electromagnetic interference. The
cap is made of a number of layers with different properties and is vented to
prevent damage to the microphone membrane during installation and re-
moval of the cap.—EEU

5,905,803

43.40.Yq FLUSH-PORTING METHOD AND DEVICE
FOR REDUCTION OF WIND-INDUCED NOISE
IN A MICROPHONE

Xinyu Dou et al., assignors to Motorola, Incorporated
18 May 1999„Class 381Õ359…; filed 14 March 1997

According to this patent, a microphone for a two-way radio, cellular
phone, or similar device is mounted in a cavity so that its sensing surface is
flush with the outer edge of an opening in the device’s housing. The micro-
phone is covered with a detachable film that is no thicker than is required to
maintain its structural integrity and that contains one or more apertures
which permit sound to impinge on the microphone transducer.—EEU
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5,872,853

43.50.Gf NOISE-ABATEMENT DEVICE

Stanley Lynn Marquiss, Plymouth, CA
16 February 1999„Class 381Õ73.1…; filed 10 December 1993

A multitude of loudspeakers placed adjacent to a highway is designed
to actively control road traffic noise in the 10–40-Hz region. Detailed design
of the cylindrically radiating loudspeakers is given and various geometric
arrangements are described.—KPS

5,878,704

43.50.Gf ELECTROMAGNETIC ACTUATOR,
INCLUDING SOUND-MUFFLING MEANS, FOR
OPERATING A CYLINDER VALVE

Michael Schebitz and Franz Pischinger, assignors to FEV
Motorentechnik GmbH & Company, Germany

9 March 1999 „Class 123Õ90.11…; filed in Germany 4 January 1997

An electromagnetic actuator designed for the operation of a cylinder
valve in an internal combustion engine is described in which layers of a
temperature resistant material having elastic properties are attached to the
actuator in order to reduce transmission of vibration from the
electromagnet.—KPS

5,904,318

43.50.Gf PASSIVE REDUCTION OF AIRCRAFT
FUSELAGE NOISE

Foad Towfiq, Oceanside, CA
18 May 1999„Class 244Õ1.N…; filed 18 December 1996

A design for an aircraft fuselage sidewall is described in which the
outer skin52 is attached to frame members56 and a damping rod54 is
attached to adjacent frame members to reduce relative vibration. An addi-
tional damping rod may be provided between the outer skin52 and the rod

54. The inner trim panel is structurally isolated from the outer skin assem-
bly. Several arrangements of septa and insulation blankets within the side-
wall are described.—KPS

5,919,029

43.50.Gf NOISE ABSORPTION SYSTEM HAVING
ACTIVE ACOUSTIC LINER

William C. Van Nostrand et al., assignors to Northrop Grumman
Corporation

6 July 1999„Class 415Õ119…; filed 15 November 1996

An active acoustic liner for absorption of fan and turbine noise in an
aircraft engine is described. A conventional acoustic liner consisting of a
honeycomb core105 and porous facesheet110 is most effective over a
narrow frequency range. An arrangement is described which enables a con-
ventional liner to be tuned to changing engine conditions. A piezoresonator
100 is composed of a piezoelectric actuator125attached to a sheet of metal

120 and the backing skin135. An acoustical pressure sensor140 mounted
inside one of the honeycomb cells is used to determine the control signal
which drives the piezoresonator. Each piezoresonator covers an area con-
taining several honeycomb cells and may be placed at various locations
within the engine.—KPS

5,923,003

43.50.Gf EXTENDED REACTION ACOUSTIC LINER
FOR JET ENGINES AND THE LIKE

Noe Arcaset al., assignors to Northrop Grumman Corporation
13 July 1999„Class 181Õ292…; filed 9 September 1996

An acoustic liner for application to aircraft engines is described in
which a conventional liner consisting of a porous facesheet14 and a hon-
eycomb core20 is modified to allow fluid communication between some of

the cells of the honeycomb via openings18. Viscous acoustic losses occur
due to these openings, the size and number of which may be tailored to
provide the desired acoustic resistance.—KPS

5,845,236

43.50.Ki HYBRID ACTIVE–PASSIVE NOISE AND
VIBRATION CONTROL SYSTEM FOR
AIRCRAFT

Mark R. Jolly et al., assignors to Lord Corporation
1 December 1998„Class 702Õ195…; filed 16 October 1996

A hybrid active–passive system for reducing noise within a passenger
compartment and vibration of a fuselage of a vehicle such as a turboprop
aircraft or helicopter is described. Loudspeakers for active noise control,
active vibration absorbers, and passive tuned vibration absorbers are used in
combination to provide both noise and vibration reduction. This combina-
tion remedies the drawbacks of each technique when applied individually.
Various transducer arrangements are described for turboprop and helicopter
applications and test results are given for both noise and vibration
reduction.—KPS
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5,873,559

43.50.Ki ADAPTIVELY TUNED VIBRATION
ABSORBER FOR REDUCTION OF AIRCRAFT
CABIN NOISE

Andreas H. von Flotow et al., assignors to Applied Power,
Incorporated

23 February 1999„Class 248Õ557…; filed 17 April 1997

Adaptively tuned vibration absorbers are incorporated into an aircraft
engine mount to reduce transmitted vibration along two orthogonal axes. A
sensor placed on the engine is used to determine the speeds of two rotating
spools in the engine. Two additional sensors detect vibration along the two
axes. The resonant frequencies of four vibration absorbers attached to the
mounting structure are dynamically tuned to track the variation in vibrations
due to changes in engine speed. Mechanical details of the absorbers are
described, as is the control circuit.—KPS

5,905,234

43.55.Dt SOUND ABSORBING MECHANISM USING
A POROUS MATERIAL

Kouji Tsukamoto et al., assignors to Mitsubishi Electric Home
Appliance Company, Limited; Mitsubishi Denki Kabushiki
Kaisha

18 May 1999„Class 182Õ286…; filed in Japan 31 August 1994

This patent pertains to a sound-absorbing plate or panel that may be
used as a barrier or as part of an enclosure for a noise source. The patent in
essence describes a thin absorptive plate of a porous material that is
mounted at some distance from an acoustically reflective surface, resulting
in an air space between the porous plate and the backing surface. Within this
air space additional hard-surfaced volumes are attached to the porous plate,
with their open ends touching that plate. These additional volumes are
claimed to serve as resonators that broaden the frequency range over which
the assembly exhibits enhanced acoustic absorption performance.—EEU

5,879,283

43.66.Ts IMPLANTABLE HEARING SYSTEM
HAVING MULTIPLE TRANSDUCERS

Theodore Adams and Kai Kroll, assignors to St. Croix Medical,
Incorporated

9 March 1999 „Class 600Õ25…; filed 7 August 1996

A middle ear implantable hearing aid is described in which the outputs
of several piezoelectric input or output transducers having different fre-
quency responses are combined to produce an improved frequency response.
The transducers may be made of different materials and their outputs may
be coupled to the ossicles at different locations or to the tympanic
membrane.—DAP

5,881,158

43.66.Ts MICROPHONES FOR AN IMPLANTABLE
HEARING AID

S. George Lesinski and Armand Neukermans, assignors to United
States Surgical Corporation

9 March 1999 „Class 381Õ174…; filed 23 May 1997

Construction details are provided for one or more electret microphones
intended for use in a fully implantable middle-ear hearing aid. The micro-
phone is packaged in a sealed housing with an amplifier and battery. Several
signal-processing strategies and implementations of the housing are sug-
gested. The amplifier output is coupled through a sealed connector cable to
a microactuator output transducer.—DAP

5,892,836

43.66.Ts DIGITAL HEARING AID

Ryuuichi Ishige et al., assignors to NEC Corporation
6 April 1999 „Class 381Õ316…; filed in Japan 26 October 1995

In this invention, coefficients for a transposed transversal filter are
derived from the input signal and the hearing loss of the person being fitted.
Further described is a bank of linear phase filters with different passbands
corresponding to audiometric test frequencies whose coefficients are used in

the calculation of the transposed transversal filter coefficients. This imple-
mentation is said to reduce filter order while improving signal-to-noise ratio
and reducing distortion.—DAP

5,864,806

43.72.Ar DECISION-DIRECTED FRAME-
SYNCHRONOUS ADAPTIVE EQUALIZATION
FILTERING OF A SPEECH SIGNAL BY
IMPLEMENTING A HIDDEN MARKOV MODEL

Chafie Mokbel et al., assignors to France Telecom
26 January 1999„Class 704Õ234…; filed in France 6 May 1996

This speech spectral equalization system associates a filter with each
state of a hidden Markov model~HMM !. Each speech frame is then filtered
prior to its spectral evaluation to determine a probable path of phonetic
characteristics according to the HMM state sequence. Utterance probabili-
ties are determined in the usual manner, also according to the HMM state
sequence.—DLR

5,878,391

43.72.Ar DEVICE FOR INDICATING A PROBABILITY
THAT A RECEIVED SIGNAL IS A SPEECH
SIGNAL

Ronaldus M. Aarts, assignor to U.S. Philips Corporation
2 March 1999 „Class 704Õ233…; filed in Belgium 26 July 1993

This speech signal detector is intended primarily for distinguishing
speech signals from music signals. To this end, it is based on detecting
patterns of power level changes at midrange frequencies, where speech
would exhibit significant power levels. Within such bands, speech signal
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power levels should tend to decay more rapidly than those of a music signal.
The device detects the ratio of the rate of midband power decrease to the
rate of power decrease outside of this band.—DLR

5,884,260

43.72.Ar METHOD AND SYSTEM FOR DETECTING
AND GENERATING TRANSIENT CONDITIONS
IN AUDITORY SIGNALS

Frank Uldall Leonhard, Lyngby, Denmark
16 March 1999„Class 704Õ254…; filed in Denmark 22 April 1993

Speech signal spectrum analyzers often use both zeroth-order~steady-
state! and first-order~rate of change! derivatives to represent the spectral
vector data. The analysis device in this patent differs in using only the
rate-of-change detectors. Applications cited include speech analysis for rec-
ognition and coding, speech synthesis, and equipment testing. A substantial
part of the patent text consists of an argument for the presence of transient
detectors in biological hearing systems.—DLR

5,884,261

43.72.Ar METHOD AND APPARATUS FOR TONE-
SENSITIVE ACOUSTIC MODELING

Peter V. de Souza et al., assignors to Apple Computer,
Incorporated

16 March 1999„Class 704Õ255…; filed 7 July 1994

The patent describes a method of speech signal analysis in which a
tone frequency value is included with each analysis frame acoustic vector. If
the frame signal is voiced, the pitch value is extracted and serves as the
frame tone value. If no pitch is detected, a tone value is obtained from either
the preceding or succeeding frame. Intended for use in a recognizer, the
frame tone value can be used for prosodic detection or, in a tone language,
phoneme identification.—DLR

5,864,803

43.72.Bs SIGNAL PROCESSING AND TRAINING BY
A NEURAL NETWORK FOR PHONEME
RECOGNITION

Paul A. Nussbaum, assignor to Ericsson Messaging Systems,
Incorporated

26 January 1999„Class 704Õ232…; filed 24 April 1995

This system allows the user to implement and train neural networks to
perform speech segmentation and phoneme classification. The user specifies
the method of acoustic analysis to obtain feature vectors and several param-
eters describing the neural network architecture. A speech database with

phonemically labeled segments is also required. The system then trains the
networks and evaluates the performance of the resulting segmenter/
classifier.—DLR

5,878,389

43.72.Dv METHOD AND SYSTEM FOR
GENERATING AN ESTIMATED CLEAN SPEECH
SIGNAL FROM A NOISY SPEECH SIGNAL

Hynek Hermansky et al., assignors to Oregon Graduate Institute
of Science & Technology

2 March 1999 „Class 704Õ226…; filed 28 June 1995

The patent describes a method of reducing the level of noise in a noisy
speech signal. Incoming speech frames are analyzed by Fourier transform
and separated into magnitude and phase spectra. The magnitude spectrum is
compressed by a nonlinear operation, such as annth-order root extraction.
The compressed spectrum is first filtered and then expanded by the inverse
nonlinear operation. Filtering methods may include all-pole Wiener filtering
or feed-forward neural networks. Recombining the processed magnitude and
original phase spectra produces the output speech signal.—DLR

5,859,914

43.72.Gy ACOUSTIC ECHO CANCELER

Yoshihiro Ono and Shigeru Ono, assignors to NEC Corporation
12 January 1999„Class 381Õ66…; filed in Japan 23 July 1996

This echo canceler generates a replica of the incoming signal by pro-
ducing locally controlled echoes of subbands of the estimated clean signal
and adaptively adjusting the delay and gain of the replica subbands which
are then combined to match the characteristics of the arriving signal. A set
of subband subtractors can then produce a new estimated clean signal.—
DLR

5,862,234

43.72.Gy ACTIVE NOISE CANCELLATION SYSTEM

Chris Todter et al., San Diego, CA
19 January 1999„Class 381Õ71.6…; filed in Australia 11 November

1992

The patent describes an acoustic transducer which can function simul-
taneously as loudspeaker and microphone for use in cancellation applica-
tions such as speakerphone or conference microphone. Several methods of
deriving the microphone signal are covered, including listening during
pulsed output silences and by processing the speaker drive signal.—DLR
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5,865,626

43.72.Ne MULTI-DIALECT SPEECH RECOGNITION
METHOD AND APPARATUS

Valerie L. Beattie et al., assignors to GTE Internetworking,
Incorporated

2 February 1999„Class 434Õ185…; filed 30 August 1996

This speech recognizer constructs spectral density functions for speech
frame matching according to a model which combines spectral characteris-
tics for multiple dialects or background acoustic environments. The frame

matching may be done using either hidden Markov or statistical word mod-
els. Initial matches use a generic spectral density model, but can then switch
to a more specific model as recognition proceeds.—DLR

5,873,061

43.72.Ne METHOD FOR CONSTRUCTING A MODEL
OF A NEW WORD FOR ADDITION TO A WORD
MODEL DATABASE OF A SPEECH RECOGNIZER
SYSTEM

Reinhold Haeb-Umbach et al., assignors to U.S. Philips
Corporation

16 February 1999„Class 704Õ254…; filed in European Patent Office
3 May 1995

This system for automatically building speech-recognition word mod-
els works by subdividing an initial, generic, utterance-length word model
into subword portions. The initial model is generated from a transcription of
the new word or by averaging existing models, e.g., from other speakers. As
the new word is pronounced by current or new speakers, subword portions
are selected by analysis of the matches with the generic model.—DLR
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A new formalism for time-dependent wave scattering
from a bounded obstacle
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Dipartimento di Matematica e Fisica, Universita` di Camerino, Via Madonna delle Carceri,
62032 Camerino (MC), Italy

Maria C. Recchionic)

Istituto di Teoria delle Decisioni e di Finanza Innovativa (DE.FIN), Universita` di Ancona,
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Dipartimento di Matematica ‘‘G. Castelnuovo,’’ Universita` di Roma ‘‘La Sapienza,’’
Piazzale Aldo Moro 5, 00185 Roma, Italy

~Received 4 January 1999; revised 17 November 1999; accepted 23 November 1999!

A time-dependent three-dimensional acoustic scattering problem is considered. An incoming wave
packet is scattered by a bounded, simply connected obstacle with locally Lipschitz boundary. The
obstacle is assumed to have a constant boundary acoustic impedance. The limit cases of acoustically
soft and acoustically hard obstacles are considered. The scattered acoustic field is the solution of an
exterior problem for the wave equation. A new numerical method to compute the scattered acoustic
field is proposed. This numerical method obtains the time-dependent scattered field as a
superposition of time-harmonic acoustic waves and computes the time-harmonic acoustic waves by
a new ‘‘operator expansion method.’’ That is, the time-harmonic acoustic waves are solutions of an
exterior boundary value problem for the Helmholtz equation. The method used to compute the
time-harmonic waves improves on the method proposed by Misici, Pacelli, and Zirilli@J. Acoust.
Soc. Am.103, 106–113~1998!# and is based on a ‘‘perturbative series’’ of the type of the one
proposed in the operator expansion method by Milder@J. Acoust. Soc. Am.89, 529–541~1991!#.
Computationally, the method is highly parallelizable with respect to time and space variables. Some
numerical experiments on test problems obtained with a parallel implementation of the numerical
method proposed are shown and discussed from the numerical and the physical point of view. The
website: http://www.econ.unian.it/recchioni/w1 shows four animations relative to the numerical
experiments. ©2000 Acoustical Society of America.@S0001-4966~00!05603-4#

PACS numbers: 43.20.Bi, 43.20.Fn@ANN#

INTRODUCTION

Let us considerR3 filled with a homogeneous nonvis-
cous fluid at rest in an equilibrium state at constant pressure
P.0, no source terms are present, and letui(xI ,t) be the
perturbation of the pressure field at pointxI PR3 and timet
PR associated to the incoming acoustic field~see Ref. 1,
Chap. 6, p. 243!. Let V,R3 be a bounded, simply connected
open set with locally Lipschitz boundary]V and letV̄ be its
closure. LetBa5$xI PR3uixI i,a% be the sphere of center the
origin and radiusa, ]Ba be the boundary, andB̄a be the
closure ofBa respectively. Instead ofB1 , ]B1 , B̄1 , we use
B, ]B, B̄, respectively.

Without loss of generality in the following, we assume
that there existsa.0 such thatB̄a,V; that is, we assume
that V contains the origin. We observe that domains with
locally Lipschitz boundary include for example polyhedra
and that for these domains the outward unit normal vector to
]V, nI (xI )5(n1(xI ),n2(xI ),n3(xI ))TPR3, xI P]V, exists al-

most everywhere inxI whenxI P]V ~see Ref. 2, Lemma 2.42,
p. 88!.

The setV represents the obstacle that scatters the incom-
ing acoustic field and we assume that]V is characterized by
a constant boundary acoustic impedancexPR, x>0.

When the obstacleV is present and the incoming wave
hits the obstacleV, a scattered acoustic wave is generated
and we denote withus(xI ,t) its acoustic pressure at (xI ,t)
P(R3\V̄)3R. Then, we have thatus(xI ,t) is a solution of the
following problem:

Dus~xI ,t !2
1

c2

]2us

]t2 ~xI ,t !50, ~xI ,t !P~R3\V̄!3R, ~1!

where c.0 is the wave propagation velocity, with the
boundary condition~see Ref. 3, p. 66!

2
]us

]t
~xI ,t !1cx

]us

]nI ~xI !
~xI ,t !5g~xI ,t !, ~xI ,t !P]V3R, ~2!

with

g~xI ,t !5
]ui

]t
~xI ,t !2cx

]ui

]nI ~xI !
~xI ,t !, ~xI ,t !P]V3R,

~3!

a!Electronic mail: misici@camars.unicam.it
b!Electronic mail: misici@camars.unicam.it
c!Electronic mail: recchioni@posta.econ.unian.it
d!Electronic mail: f.zirilli@caspur.it
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and the following boundary condition at infinity:

us~xI ,t !5OS 1

r D , r→1`, tPR, ~4!

and the radiation condition:

]us

]r
~xI ,t !1

1

c

]us

]t
~xI ,t !5oS 1

r D , r→1`,tPR, ~5!

where r 5ixI i , xI PR3, and O(•) and o(•) are the Landau
symbols.

We note thatg(xI ,t), (xI ,t)P]V3R in general is de-
fined almost everywhere and that the boundary condition~2!
contains as limit cases the acoustically soft obstacle; that is,
x50, and the acoustically hard obstacle; that is,x5`.

The boundary condition at infinity~4! and the radiation
condition~5! imply that us(xI ,t) asr→1` is made to lead-
ing order of outgoing waves~see Ref. 4, p. 485!.

Let us recall that sinceui(xI ,t) solves~1! in R33R, we
have

ui~xI ,t !5
1

~2p!4 E
]B

ds~aI !E
R
dv W~v,aI !

3expS i
v

c
~xI ,aI !2 ivt D ,

~xI ,t !PR33R, ~6!

whereds(aI ) is the surface measure on]B, i is the imagi-
nary unit, andW(v,aI ), (v,aI )PR3]B, is a suitable distri-
bution. In particular, whenW(v,aI ) has support in$(v,aI )
PR3]BuaI 5gI ,gI P]B%, the integral~6! reduces to a one-
dimensional integral, that is

ui~xI ,t !5E
R
dv W̃~v,gI !expS i

v

c
~xI ,gI !2 ivt D ,

~xI ,t !PR33R, ~7!

for a suitableW̃(v,gI ). The integral~7! gives an incoming
waveui(xI ,t) of the form

ui~xI ,t !5S~r~xI ,t !!, ~xI ,t !PR33R, ~8!

wherer(xI ,t)5(gI ,xI )2ct, andS(•) is the Fourier transform

with respect tov of W̃(v,gI ). That is, the wavefront associ-
ated toui(xI ,t) is a plane. When the incoming wave is given
by Eq.~6!, we assume that the scattered acoustic wave has an
expression analogous to the one in Eq.~6!; that is

us~xI ,t !5
1

~2p!4 E
]B

ds~aI !E
R
dv W~v,aI !

3exp~2 ivt !uv,aI
s ~xI !,

~xI ,t !P~R3\V̄!3R. ~9!

In Eq. ~9! W(v,aI ) is used as a normalization factor and
uv,aI

s (xI ) is the wave scattered by the obstacle when hit by an
incident plane wave of frequencyv and amplitude 1 that
propagates in the directionaI . When the incoming wave is
given by Eq.~7!, we assume that the scattered acoustic wave
has an expression analogous to the one in Eq.~7!; that is, in

Eq. ~7! exp(i(v/c)(xI,gI )) is substituted withuv,gI
s (xI ). In the

development of the numerical method proposed here, we
consider only the case given by Eqs.~6! and~9!; that is, the
general case. The case given by Eq.~7! and the correspond-
ing formula for the scattered acoustic wave can be treated in
a similar way.

It is easy to see that from~1!, ~2!, and~5! it follows that
for vPR, aI P]B, uv,aI

s (xI ) satisfies the following exterior
boundary value problem:

S Duv,aI
s 1

v2

c2 uv,aI
s D ~xI !50, xI PR3\V̄, ~10!

that is, the Helmholtz equation with the boundary condition

ivuv,aI
s ~xI !1cx

]uv,aI
s

]nI ~xI !
~xI !5bv,aI ~xI !, xI P]V, ~11!

where

bv,aI ~xI !5 i expS i
v

c
~xI ,aI ! D @2v2vx~nI ~xI !,aI !#, xI P]V,

~12!

and the Sommerfeld radiation condition at infinity

]uv,aI
s

]r
2

iv

c
uv,aI

s ~xI !5oS 1

r D , r→1`. ~13!

We note that the functionbv,aI (xI ) in general is defined
only almost everywhere inxI for xI P]V. We remark that
when the obstacle is acoustically soft, that is,x50, we must
divide both sides byvÞ0 in the boundary condition~11! so
that the new boundary condition obtained makes sense even
when v50 while Eq. ~11! as it is whenx50 andv50 re-
duces to 050. When the obstacle is acoustically hard, that is,
x5`, the boundary condition~11! is rewritten dividing both
sides byx and using the fact that in this casex2150. We
note that if]V is locally Lipschitz, the boundary value prob-
lem ~10!, ~11!, and~13! for eachvPR, aI P]B has an unique
solution whenx>0 ~see Ref. 5, Lemma 9, p. 37 and Appen-
dix 1 §7, p.325!. We note that we assumexPR since we
work in the time domain@see~1!, ~2!, ~4!, and~5!# where the
acoustic impedancex, i.e., the ratio between the pressure and
the normal fluid velocity at a point, is a real constant and that
basic physics impliesx>0 ~see Ref. 3, p. 67!. In the fre-
quency domain@see Eqs.~10!, ~11!, and ~13!# the acoustic
impedance can be defined as a complex constant. Moreover,
we note that in the previous hypotheses~13! implies that
uv,aI

s (xI )5O(1/r ), r→1` ~see Ref. 3, Theorem 3.6, p. 72!;
that is~13! implies ~6! when the integral appearing in Eq.~9!
is well-behaved.

In this paper we propose a numerical method to solve
problems~1!, ~2!, ~4!, and ~5! based on two ingredients: a
quadrature rule to approximate the integrals~6! and~9! and a
perturbative series of the ‘‘operator expansion’’ type intro-
duced by Milder in Ref. 6 in order to solve the resulting
boundary value problems~10!, ~11!, and~13!.

Let N1 , N2 , N3 be three positive integers,vI N1

5(v1 ,...,vN1
)TPRN1, fI N25(f1 ,...,fN2

)TPRN2, zI
N3
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5(z1,...,zN3
)TPRN3, such that (v i ,f j ,zk), i 51,2,...,N1 , j

51,2,...,N2 , k51,2,...,N3 are the nodes of a quadrature rule,
and let

aI j ,k5~sin cos21 zk cosf j , sin cos21 zk sinf j ,zk!
T,

j 51,2,...,N2 , k51,2,...,N3 . ~14!

Moreover, the multilinear transformationAPRN13N23N3

contains the weights of the quadrature rule; that is (A) i , j ,k

5ai , j ,k , i 51,2,...,N1 , j 51,2,...,N2 , k51,2,...,N3 , are the
weights of the quadrature rule. That is, for any smooth func-
tion f (v,aI ) sufficiently well-behaved to make the following
integral convergent, we write

E
]B

ds~aI !E
R
dv w~v! f ~v,aI !

5E
0

2p

dfE
21

1

dzE
R
dv w~v! f̃ ~v,f,z!

5Q~ f ,A,vI N1,fI N2,zI
N3!1E~ f ,A,vI N1,fI N2,zI

N3!, ~15!

where f̃ (v,f,z)5 f (v,aI (cos21 z,f)) and w(v), vPR is a
positive weight function which makes the integral in Eq.~15!
convergent whenf̃ is a polynomial in the variablev; more-
over,Q( f ,A,vI N1,fI N2,zI

N3) is the quadrature rule used to ap-
proximate the integral in Eq.~15!, andE( f ,A,vI N1,fI N2,zI

N3)
is the error term. We have

Q~ f ,A,vI N1,fI N2,zI
N3!5(

i 51

N1

(
j 51

N2

(
k51

N3

ai , j ,kf ~v i ,aI j ,k!.

~16!

We assume that the quadrature rule~16! has positive weights
and that it is of ordern; that is, it is exact for polynomials in
the three variables (v,f,z) of degree less than or equal ton.
In this case, letf̃ (v,f,z) be the function specified previ-
ously whose derivatives of each order are assumed to be
continuous functions, absolutely integrable on]B3R after
being multiplied byw(v), m i , i 51,2,3 be non-negative in-
tegers, letmI 5(m1 ,m2 ,m3)T be a multi-index,umu5( i 51

3 m i

be the length of mI , and DmI f̃ 5(]m1/]vm1)(]m2/]fm2)
3(]m3/]zm3) f , we have

uE~ f ,A,vI N1,fI N2,zI
N3!u

<C sup
~f,z!P@0,2p#3@21,1#

(
mI

umI u5n11

E
R
dv w~v!

3uDmI f̃ ~v,f,z!u)
i 51

N1

uv2v i u~12dm1,0!, ~17!

whereC is a positive constant depending on the quadrature
rule ~16! ~see Ref. 7, Theorem 2.1I, p. 29!, dm1,051 if m1

50, anddm1,050 otherwise.
The choice of the quadrature formula depends on the

function W appearing in Eqs.~6! and ~9!.
In the numerical experience shown later, we solve prob-

lems ~1!, ~2!, ~4!, and~5! when the incoming acoustic wave
is a time-harmonic plane wave or is given by Eq.~8! so that

the integrals~6! and ~9! reduce to one-dimensional integrals
@such as~7!#; this fact reduces the computational cost of the
solution of problems~1!, ~2!, ~4!, and~5!.

For (v,aI )5(v i ,aI j ,k), i 51,2,...,N1 , j 51,2,...,N2 , k
51,2,...,N3 , we compute the solutionuv,aI

s of the boundary
value problems~10!, ~11!, and ~13!; that is, we propose a
method which approximates the solution of the time-
dependent three-dimensional acoustic scattering problems
~1!, ~2!, ~4!, and~5! with the combination of the solutions of
N1•N2•N3 time-harmonic acoustic scattering problems ob-
tained using a quadrature rule. The idea of computing the
scattered fieldus(xI ,t) as a superposition of time-harmonic
waves has been used before by several authors, see for ex-
ample Heyman,8 and Bucci, D’Elia, and Migliore.9

The computation of the numerical quadrature, that is the
computation of a sum such as~16!, can be done in parallel.
The time-harmonic scattering problems are independent
from each other and can be solved in parallel. Moreover, the
computation of each time-harmonic scattered waveuv,aI

s (xI ),
(v,aI )5(v i ,aI j ,k), i 51,2,...,N1 , j 51,2,...,N2 , k51,2,...,N3

is highly parallelizable with respect to the space variables by
virtue of the so-called operator expansion method that we
use. The method proposed here to solve~1!, ~2!, ~4!, and~5!
avoids the explicit assumption of the Courant, Friedrichs,
and Levy stability condition on the space and time steps
required, for example, by the finite difference methods. In
fact, the stability condition is implicitly contained in the ex-
pression ofus(xI ,t) given by formula~9!. The computation of
a time-harmonic scattered waveuv,aI

s (xI ) with the operator
expansion method for acoustically soft bounded scatterers
has been considered by Misici, Pacelli, and Zirilli in Ref. 10.
In this paper we develop a new operator expansion method
to compute the waveuv,aI

s (xI ) scattered by the acoustically
soft obstacle cheaper than the one proposed in Ref. 10.
Moreover, we generalize the method proposed in Ref. 10 to
bounded obstacles with nonzero constant acoustic imped-
ance, including the limit case of acoustically hard obstacles.
The idea of solving the boundary value problems for the
Helmholtz equation using a ‘‘perturbative series’’ known as
operator expansion method was introduced by Milder~Refs.
6 and 11!. Milder, in Refs. 6 and 11, studied the time-
harmonic scattering of acoustic waves from an acoustically
soft unbounded surface. Milder12 and Piccolo, Recchioni,
and Zirilli13 extended the previous formalism to the electro-
magnetic time-harmonic scattering from an unbounded per-
fectly conducting surface; Smith14 extended the formalism to
the scattering of time-harmonic electromagnetic waves from
a dielectric surface. Later, Fatoneet al.15 generalized Mild-
er’s formalism to the scattering of electromagnetic waves
from a perfectly conducting bounded obstacle. A method that
can be related to the operator expansion method was pre-
sented by Bruno and Reitich.16 These authors have consid-
ered analytic solutions of the Helmholtz equation in the ex-
terior of an acoustically soft, three-dimensional bounded
obstacle with analytic boundary and they expand these solu-
tions in term of a real parameter that represents a ‘‘measure’’
of the distance of the obstacle boundary from the boundary
of a soft sphere taken as a reference surface. We remark that
using the operator expansion method we expand the solu-
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tions of the Helmholtz equations through the expansion of an
integral operator so that by using the operator expansion
method it is possible to deal with obstacles whose boundary
is only locally Lipschitz so that is there is no need to require
obstacles with analytic boundary. In particular, the method
proposed here allows us to deal very naturally with obstacles
with edges and corners. These obstacles are interesting from
the physical point of view since some phenomena such as the
‘‘dispersion’’ due to the presence of corners~see Figs. 3 and
4! or the ‘‘resonance’’ due to the presence of cavities~see
Fig. 5! can be shown. This kind of obstacle is not easily
treated with other methods such as the boundary integral
methods, since singular integral equations should be solved,
or by finite differences or finite elements methods where a
challenging grid generation problem should be considered.

The operator expansion method proposed here to solve
the boundary value problems~10!, ~11!, and~13! is based on
the following assumptions:

~i! V is a bounded obstacle whose boundary is a starlike
surface with respect to the origin, that is

V5$xI5rx̂IPR3u0<r ,j~ x̂I !, x̂IP]B%, ~18!

]V5$xI5rx̂IPR3ur 5j~ x̂I !, x̂IP]B%, ~19!

wherej( x̂I ).0, x̂IP]B is a single-valued sufficiently
regular function defined on]B. In particular,V.B̄a

for somea.0;
~ii ! For eachv there existsBa with a5a(v).0 such that

V.B̄a(v) , øvPRBa(v),V and the solutionuv,aI
s of

Eqs.~10!, ~11!, and~13! defined forxI PR3\V̄ can be
extended toxI PR3\B̄a remaining a solution of the
Helmholtz equation. Moreover, the extensionFv,aI (xI )
of uv,aI

s can be represented as follows:

Fv,aI~xI!5E
R3

Fv~xI ,yI !vv,aI ~yI !d~ iyI i2a!dyI , ~20!

where

Fv~xI,yI!5
eiv/cixI2yIi
4pixI2yIi ~21!

is the fundamental solution of the Helmholtz equation
in R3 with the Sommerfeld radiation condition at in-
finity, d(iyI i2a) is a ‘‘Dirac’s delta’’ concentrated
on ]Ba andvv,aI (yI ) is a density function to be deter-
mined. In the following, with abuse of notation we
denote withd~•! the Dirac’s delta as a distribution on
R3, or on R, or on ]B. Later, we show that without
loss of generality we can assume 0,a0,a(v),a1

,1, vPR.

The density functionvv,aI (yI ) appearing in Eq.~20! is
determined imposing the boundary condition~11!; that is,
imposing thatFv,aI (xI ) extendsuv,aI

s (xI ), and solving the re-
sulting equation with a formal power series using]B5$xI
PR3uixI i51% as the base point of the power series. We note
that we can develop our numerical method in a coordinate
system different from the spherical coordinates and that we
can choose the base point of the ‘‘power series’’ to be a more
general surface than the surface of the unit sphere. The pre-
vious assumptions are made only to keep the exposition

simple and the method described later can be adapted to
many other different circumstances. Moreover, we remark
that the terms of the series expansion in powers ofj21 are
integrals independent one from another so that they can be
computed in parallel. That is, the solution of the boundary
value problems~10!, ~11!, and ~13! via the ‘‘perturbative
series’’ is very well suited for parallel computation.

The highly parallelizable structure of the method pro-
posed to solve problems~1!, ~2!, ~4!, and ~5! makes it a
practical tool.

Finally, we present some numerical results on test prob-
lems when the incoming wave is given by

ui~xI ,t !5expS i
v*

c
@~gI ,xI !2ct# D , ~xI ,t !PR33R,

~22!

or

ui~xI ,t !5expS 2
1

4z2 @~gI ,xI !2ct#2D , ~xI ,t !PR33R,

~23!

wheregI P]B is a given vector,v* , z.0 are given constants
and the acoustic impedance of the obstacleV is chosen to be
x50, x51`, x52, or x58. Some interesting phenomena
due to the presence of faces, edges, and vertices in locally
Lipschitz boundaries]V or ‘‘resonances’’ when we consider
surfaces]V with cavities are shown. The quantitative char-
acter of the numerical results obtained is established.

In Sec. I we describe the perturbative series used to de-
termine the density functionvv,aI ( ŷI ) that appears in Eq.~20!.
The series determines the solutions of theN1•N2•N3 time-
harmonic scattering problems of the form~10!, ~11!, and~13!
associated to the nodes (v i ,f j ,zk), i 51,2,...,N1 , j
51,2,...,N2 , k51,2,...,N3 that are related through~14! to
(v,aI )5(v i ,aI j ,k), i 51,2,...,N1 , j 51,2,...,N2 , k51,2,...,N3

in the quadrature rule. Moreover, we give an approximation
formula for the time-dependent scattered waveus solution of
Eqs.~1!, ~2!, ~4!, and~5!, via the quadrature rule~16!. In Sec.
II we give explicit formulas to compute the ‘‘formal series’’
in powers ofj21 of the solutionus of problems~1!, ~2!, ~4!,
and ~5!. These formulas are obtained by expanding the den-
sity functions vv,aI ( ŷI ), ŷIP]B in Eq. ~20!, (v,aI )
5(v i ,aI j ,k), i 51,2,...,N1 , j 51,2,...,N2 , k51,2,...,N3 on the
basis of the real spherical harmonic functions
$$Ys,l ,m( ŷI )%s50,1,l 5s,s11,...,m5s,s11,...,l ,yI P]B%, and using
the quadrature rule~16!. The choice of the spherical har-
monic functions as a basis to represent the integral operators
of Sec. I seems appropriate since these operators become
diagonal in this basis and it is very effective when relatively
simple obstacles are considered and only a few terms of the
expansions in spherical harmonics need to be computed. In
Sec. III we show some numerical results obtained with the
numerical method proposed in Secs. I and II on some test
problems. Quantitative and qualitative results are shown and
the numerical experience is discussed both from the compu-
tational and the physical point of view. Some animations
relative to the numerical experiments discussed can be seen
on the website: http://www.econ.unian.it/recchioni/w1
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I. EXPANSION OF THE TIME-HARMONIC ACOUSTIC
FIELD

Let us start solving problems~10!, ~11!, and ~13! for a
given value of the wave numberv/cÞ0 and for a given
directionaI of the incoming plane wave. We recall that when
v/c50 and xÞ0 is finite we haveF0,aI (xI )[0, for any aI
P]B. Whenx5` or v/c50 andx50, the boundary con-
dition ~11! must be changed as discussed in the Introduction
andF0,aI (xI ) will not be equal to zero in general. In the fol-
lowing, we treat explicitly only the casex equal to a nonzero
constant; the remaining casesx50 andx5` can be treated
analogously and are omitted for simplicity. Let 0,a,1, Ba

and ]V be as specified in the Introduction; in particular we
assume thatB̄a,V and that~18! holds. We note that we take
a,1 since we want to be able to chooseV5B. We use
spherical coordinates. We assume that the solutionuv,aI

s of
the boundary value problems~10!, ~11!, and ~13! can be
extended toR3\B̄a and that this extensionFv,aI (xI ) can be
represented using formula~20!; that is

Fv,aI ~xI !5a2E
]B

Fv~xI ,aŷI !vv,aI ~ ŷI !ds~ ŷI !,

xI PR3\B̄a , ~24!

for a suitable choice of the density functionvv,aI ( ŷI ). Differ-
entiating~24! under the integral sign, it is easy to see that the
function Fv,aI (xI ) satisfies

S S D1
v2

c2 DFv,aI D ~xI !50, xI PR3\B̄a , ~25!

and the radiation condition~13!. SinceB̄a,V, Eq. ~25! im-
plies that~10! holds. In order to determinevv,aI ( ŷI ), we im-
pose thatFv,aI (xI ) extendsuv,aI

s (xI ); that is, that the density
function vv,aI ( ŷI ) must be such that

iva2E
]B

Fv~xI ,aŷI !vv,aI ~ ŷI !ds~ ŷI !

1cxa2
]

]nI ~xI !
E

]B
Fv~xI ,aŷI !vv,aI ~ ŷI !ds~ ŷI !

5bv,aI ~xI !, xI P]V, ~26!

wherebv,aI (xI ), xI P]V is given by Eq.~12!. We note that the
numerical solution of Eq.~26! in the unknownvv,aI ( ŷI ) using
a boundary integral method implies the solution of a compu-
tationally expensive linear system. We prefer to solve Eq.
~26! with a formal power series. To fix the ideas we use
]B5$xI PR3uixI i51% as base point of the power series; that
is, we assume that the densityvv,aI ( ŷI ) has the following
formal series expansion:

vv,aI ~ ŷI !5(
s50

1`
~j~ ŷI !21!s

s!
vs,v,aI ~ ŷI !, ŷIP]B, ~27!

where we have defined 0!51 and the ‘‘coefficients’’ of the
expansionvs,v,aI ( ŷI ), ŷIP]B, s50,1,..., are functions to be
determined. Since 0,a,1, that isBa,B, the choice]B as
base point of the power series expansion~27! is legitimate.

However, it is possible to develop a formalism analogous to
the one developed here choosing]BR , 0,a,R, RÞ1 as
base point of the expansion instead of]B or any starlike
surface which is the boundary of a bounded region of the
form ~18! containing B̄a ; that is, r 5j1( x̂I (u,f)), x̂IP]B
such that (]j1 /]u)( x̂I (u,f)), (]j1 /]f)( x̂I (u,f)) exist al-
most everywhere. In a similar way the choice of]Ba as
support ofvv,aI ( ŷI )d(i ŷI i2a) is made only to fix the ideas
and keep the exposition simple. When necessary, other
choices are possible.

Let e( x̂I ) be an absolutely integrable function with re-
spect to the surface measure defined on]B; for 0,a,1 we
define the operatorspv,s , pv,s

u , pv,s
f , s50,1,..., as follows:

~pv,se!~xI !5a2E
]B

]s

]ixI is Fv~xI ,aŷI !e~ ŷI !ds~ ŷI !,

ixI i.a, s50,1,..., ~28!

~pv,s
u e!~xI !5

]

]u
@~pv,se!~xI !#

5a2E
]B

]

]u

]s

]ixI is Fv~xI ,aŷI !e~ ŷI !ds~ ŷI !,

ixI i.a, s50,1,..., ~29!

~pv,s
f e!~xI !5

]

]f
@~pv,se!~xI !#

5a2E
]B

]

]f

]s

]ixI is Fv~xI ,aŷI !e~ ŷI !ds~ ŷI !,

ixI i.a, s50,1,..., ~30!

and the operatorsp̂v,s , p̂v,s
u , p̂v,s

f , are defined as follows:

~ p̂v,se!~ x̂I !5~pv,se!~ x̂I !, x̂IP]B, s50,1,..., ~31!

~ p̂v,s
u e!~ x̂I !5~pv,s

u e!~ x̂I !, x̂IP]B, s50,1,..., ~32!

~ p̂v,s
f e!~ x̂I !5~pv,s

f e!~ x̂I !, x̂IP]B, s50,1,... . ~33!

Finally, we define the operatorl̂ v acting on the functione via
the following equation:

iv~ p̂v,0~ l̂ ve!!~ x̂I !1cx~ p̂v,1~ l̂ ve!!~ x̂I !5e~ x̂I !, x̂IP]B.
~34!

We note that (l̂ ve) is a function defined on]B and that Eq.
~34! definesl̂ ve for any absolutely integrable functione(xI )
defined on]B. We recall that for simplicity in the following
we treat only the casex equal to a nonzero constant and that
Eq. ~34! must be slightly modified whenx50 or x5` as
shown in the Introduction. We note that when]V5]B and
e( x̂I )5bv,aI ( x̂I ), x̂IP]B, Eq. ~34! reduces to Eq.~26! and that
Eq. ~26! reduces to Eq.~11!. The numerical solution of Eq.
~34!, that is the computation ofl̂ ve given e, corresponds in
our method to the numerical solution of the linear integral
equation that appears in the boundary integral methods. We
note that Eq.~34! holds on]B, while the integral equation of
the boundary integral methods holds on]V. This fact and the
character of the operators involved, that isp̂v,0 , p̂v,1 , makes
it possible to reduce the solution of Eq.~34! to the solution
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of a diagonal linear system choosing the appropriate basis
where the integral operatorsp̂v,0 , p̂v,1 are represented~see
Sec. II!. This is the basis of the spherical harmonics; a simi-
lar simple choice is not possible when boundary integral
methods are used and]VÞ]B. When we choose the base
point of the power series not equal to the surface of a sphere,
we must use a new basis instead of the spherical harmonics
that makes it possible to reduce the solution of Eq.~34! to
the solution of a lincar system with some special properties
that make the solution ‘‘easy.’’

Substituting~27! into ~24! and using the power-series
expansion ofFv(xI ,aŷI ) as a function ofixI i with base point
ixI i51, the Cauchy product rule between series, and~31!, we
have

Fv,aI ~xI !5(
s50

1`

(
l 50

s
~ ixI i21!s2 l

~s2 l !!

3S p̂v,~s2 l !S v l ,v,aI

~j21! l

l ! D D ~ x̂I !,

xI PR3\B̄a , ~35!

]

]u
Fv,aI ~xI !5(

s50

1`

(
l 50

s
~ ixI i21!s2 l

~s2 l !!

3S p̂v,~s2 l !
u S v l ,v,aI

~j21! l

l ! D D ~ x̂I !,

xI PR3\B̄a , ~36!

]

]f
Fv,aI ~xI !5(

s50

1`

(
l 50

s
~ ixI i21!s2 l

~s2 l !!

3S p̂v,~s2 l !
f S v l ,v,aI

~j21! l

l ! D D ~ x̂I !,

xI PR3\B̄a . ~37!

We note that the fieldFv,aI (xI ) is known when the following
functions are known:

S p̂v,~s2 l !S v l ,v,aI

~j21! l

l ! D D ~ x̂I !,

x̂IP]B, l 50,1,...,s, s50,1,... . ~38!

That is, the densitiesv l ,v,aI ( ŷI ), l 50,1,..., are only auxiliary
unknowns andFv,aI (xI ) can be determined knowing only the
result of the action ofp̂v,(s2 l ) on v l ,v,aI @(j21)l / l ! #, l
50,1,...,s, s50,1,..., without knowing the functions
v l ,v,aI ( ŷI ), ŷIP]B, l 50,1,..., themselves. Equation~35! re-
duces the problem of determining a formal power series of
Fv,aI (xI ) solution of Eqs.~10!, ~11!, and~13! to the problem
of determining (p̂v,(s2 l )(v l ,v,aI @(j21)l / l ! #))( x̂I ), x̂IP]B, l
50,1,...,s, s50,1,..., imposing Eq.~26!. Letting (r ,u,f) be
the canonical spherical coordinates ofxI PR3, we have

r 5ixI i , xI PR3, ~39!

x̂I~u,f!5
xI

r
5~sinu cosf, sinu sinf, cosu!T,

0<u<p, 0<f,2p, xI Þ0I , ~40!

x̂Iu5
] x̂I

]u
~u,f!5~cosu cosf, cosu sinf,2sinu!T,

0<u<p, 0<f,2p, ~41!

x̂If5
] x̂I

]f
~u,f!5~2sinu sinf, sinu cosf,0!T,

0<u<p, 0<f,2p; ~42!

moreover, wherej( x̂I (u,f)) is sufficiently regular, we define

ñI ~xI !5 x̂I~u,f!2
x̂Iu~u,f!

j~ x̂I~u,f!!

]j

]u
~ x̂I~u,f!!

2
1

sin2 u

x̂If~u,f!

j~ x̂I~u,f!!

]j

]f
~ x̂I~u,f!!,

xI 5j~ x̂I~u,f!!x̂I~u,f!P]V, 0<u<p, 0<f,2p.
~43!

We assume that~43! holds almost everywhere inxI for xI
P]V. So that almost everywherenI (xI ), xI P]V, the outward
unit normal vector to]V, is given by

nI ~xI !5
ñI ~xI !

i ñI ~xI !i , xI P]V. ~44!

We note that, for example, when]V is the boundary of a
polyhedron~43! holds almost everywhere. We recall that the
gradient operator in spherical coordinates is given by

¹5 x̂I~u,f!
]

]r
1

x̂Iu~u,f!

r

]

]u
1

x̂If~u,f!

r sin2 u

]

]f
,

r>0, 0<u<p, 0<f,2p. ~45!

Using ~43!, ~44!, and~45!, Eq. ~26! can be rewritten as fol-
lows:

ivFv,aI ~xI !1
cx

i ñI ~xI !i H ]

]r
Fv,aI ~xI !2

1

j2~ x̂I~u,f!!

3
]j

]u
~ x̂I~u,f!!

]

]u
Fv,aI ~xI !2

1

j2~ x̂I~u,f!!

3
1

sin2 u

]j

]f
~ x̂I~u,f!!

]

]f
Fv,aI ~xI !J 5bv,aI ~xI !,

xI 5j~ x̂I~u,f!!x̂I~u,f!P]V, 0<u<p, 0<f,2p.
~46!

In the following, with abuse of notation we usej as an
independent variable so that for example we use the notation:
O((j21)n), n>0 whenj→1. We define

D2~j!5F ]

]u
~j21!G2

1
1

sin2 u F ]

]f
~j21!G2

,

0<u<p, 0<f,2p; ~47!

we have

1

j2 5(
s50

1`

~21!s~s11!~j21!s when uj21u,1. ~48!
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Let

h0~ x̂I !51, x̂IP]B, ~49!

hs~ x̂I !5 (
l 50

@s/2#
~21!s2 l~2l 21!!!

2l l !
~j~ x̂I !21!s22l

3@D2~j~ x̂I !!# l )
j 51

s22l S 2l 1 j 21

j D ,

x̂IP]B, s51,2,..., ~50!

where we define~21!!!51 and@•# denotes the integer part
of •. Moreover, in formula~50! we defineP l 5n1

n2
•51 when

n2,n1 . We note thaths( x̂I )5O((j( x̂I )21)s), when j→1,
s50,1,... . We have

1

i ñI ~ x̂I !i 5(
s50

1`

hs~ x̂I !,

x̂IP]B, xI 5j~ x̂I !x̂IP]V,

when uj21uD2~j!,1. ~51!

The terms]j/]u, ]j/]f are considered to beO((j21)) when
j→1, in fact, we have]j/]u5~]/]u!~j21! and ]j/]f5~]/
]f!~j21!. Moreover, using~44! the functionbv,aI (xI ) in Eq.
~12! can be rewritten as

bv,aI ~xI !5 i expS i
v

c
j~ x̂I !~ x̂I ,aI ! D F2v2

vx

i ñI ~xI !i ~ ñI ~xI !,aI !G ,
xI 5j~ x̂I !x̂IP]V, ~52!

so that we can consider the formal power-series expansion
for bv,aI (xI ); that is

bv,aI ~j~ x̂I !x̂I !5(
s50

1`

bs,v,aI ~ x̂I !, x̂IP]B, ~53!

where bs,v,aI ( x̂I )5O((j( x̂I )21)s) when j→1, s50,1,..., is
given by

bs,v,aI ~ x̂I !5 i expS i
v

c
~ x̂I ,aI ! D H 2v

~j~ x̂I !21!s

s! S i
v

c
~ x̂I ,aI ! D s

1v~ x̂I ,aI ! (
p50

s H ~j~ x̂I !21!p

p! S i
v

c
~ x̂I ,aI ! D p

hs2p~ x̂I !J
2vx (

n50

s21 H ~j~ x̂I !21!s212n

~s2n!! S i
v

c
~ x̂I ,aI ! D s212n

(
p50

n H hn2p~ x̂I !~21!p21~j~ x̂I !21!p

3F ~ x̂Iu ,aI !
]j

]u
~ x̂I !1

1

sin2 u
~ x̂If ,aI !

]j

]f
~ x̂I !G J J J , xI P]B, s50,1,... . ~54!

The coefficients in Eq.~54! are obtained using~51!, the Tay-
lor expansion of exp(i(v/c)ixIi(x̂I,aI )) with respect toixI i with
base pointixI i51 and the Cauchy product rule.

We solve Eq.~46! order by order and we must take the
expansion in powers ofj21 of the datumbv,aI (xI ), xI P]V.
We consider two cases: the first case when the boundary
value problems~10!, ~11!, and ~13! come from a time-
dependent scattering problem such as the one described in
the Introduction and the datumbv,aI (xI ), given by Eq.~12!
@i.e., Eq.~52!# is known on any closed Lipschitz continuous
surface so that we can use the expansion~53! to solve Eq.
~46! order by order, and the second case when we solve the
boundary value problem like~10!, ~11!, and ~13! and the
datumbv,aI (xI ) is known only whenxI P]V so that we con-
sider the datumb̃v,aI ( x̂I )5bv,aI (j( x̂I ) x̂I ), x̂IP]B as a fixed
zero-order term in the expansion in powers ofj21. Taking
these two cases in mind, let us define

b̃s,v,aI ~ x̂I !5bs,v,aI ~ x̂I !, x̂IP]B, s50,1,..., ~55!

in the first case and

b̃s,v,aI ~ x̂I !5H b̃v,aI ~ x̂I !, s50

0, s51,2,...,
x̂IP]B, ~56!

in the second case. Now, letxPR, x.0, vPR, aI P]B, and
let (p̂v,(s2 l )(v l ,v,aI @(j21)l / l ! #))( x̂I ), x̂IP]B, l 50,1,...,s, s
50,1,..., be the functions defined on]B such that the corre-
sponding functionFv,aI (xI ) given by Eq.~35! coincides with
the solution of the boundary value problems~10!, ~11!, and
~13! in R3\V and let l̂ v be the operator defined in Eq.~34!.
Substituting formulas~35!, ~36!, ~37!, ~48!, and ~51! in Eq.
~46! and using the Cauchy rule in the product of the series
expansions in powers of ~j21! of ñI , Fv,aI (xI ),
(]/]u)Fv,aI (xI ), (]/]f)Fv,aI (xI ), bv,aI (j( x̂I ) x̂I ) and 1/j2, and
equating the terms that multiply the same powers ofj21, we
obtain

S p̂v,~s2 l !S v l ,v,aI

~j21! l

l ! D D ~ x̂I !5~ p̂v,~s2 l !~ l̂ vzl ,v,aI !!~ x̂I !,

x̂IP]B, l 50,1,...,s, s50,1,..., ~57!

and formulas analogous to~57! hold for p̂v,l
u and p̂v,l

f , l
50,1,..., where
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z0,v,aI ~ x̂I !5b̃0,v,aI ~ x̂I !, x̂IP]B, ~58!

zl ,v,aI ~ x̂I !52 iv (
n50

l 21 H ~j21! l 2n

~ l 2n!!
~ p̂~ l 2n!~ l̂ vzn,v,aI !!~ x̂I !J 2cx (

n50

l 21 H h l 2n~ x̂I ! (
m50

n H ~j21!n2m

~n2m!!
~ p̂~n112m!~ l̂ vzm,v,aI !!~ x̂I !J J

1cx (
n50

l 21 H h l 212n~ x̂I ! (
q50

n

$~21!n2q~n2q11!~j21!n2qnq~ x̂I !%J 1b̃l ,v,aI ~ x̂I !, x̂IP]B, l 51,2,..., ~59!

with

nq~ x̂I !5 (
m50

q H ~j21!q2m

~q2m!! F ]j

]u
~ p̂~q2m!

u ~ l̂ vzm,v,aI !!~ x̂I !

1
1

sin2 u

]j

]f
~ p̂~q2m!

f ~ l̂ vzm,v,aI !!~ x̂I !G J
x̂IP]B, q50,1,..., ~60!

and b̃v,aI ,s( x̂I ), x̂IP]B, s50,1,..., are given by~55! or ~56!,
andhs( x̂I ), x̂IP]B, s50,1,..., are given by~49!, ~50!.

Formulas~58! and ~59! imply that zl ,v,aI ( x̂I )5O((j( x̂I )
21)l), x̂IP]B, j→1, l 50,1,... . Formulas~57!, ~58!, and
~59! show that the solution of Eq.~26! via the perturbative
series~35! is very efficient when a parallel architecture is
used to carry out the corresponding computation. In fact, for
s50,1,..., the functions (p̂v,(s2 l )(v l ,v,aI @(j21)l / l ! #))( x̂I ),
( p̂v,(s2 l )

u (v l ,v,aI @(j21)l / l ! #))( x̂I ), (p̂v,(s2 l )
f (v l ,v,aI @(j21)l /

l ! #))( x̂I ), xI P]B, l 50,1,...,s are defined by recursive formu-
las involving double integrals which are independent from
each other so that they can be computed in parallel.

Let

qxI ,t
S ~v,aI !5

W~v,aI !

w~v!~2p!4 exp~2 ivt !

3(
s50

S

(
l 50

s
~ ixI i21!s2 l

~s2 l !!
~ p̂v,~s2 l !~ l̂ vzl ,v,aI !!~ x̂I !,

aI P]B, vPR, ~xI ,t !P~R3\V̄!3R, ~61!

and

RS,xI ,t~v,aI !5
exp~2 ivt !W~v,aI !

w~v!~2p!4

3S (
s5S11

1`

(
l 50

s
~ ixI i21!s2 l

~s2 l !!

3~ p̂v,~s2 l !~ l̂ vzl ,v,aI !!~ x̂I !D ,

aI P]B, vPR, ~xI ,t !P~R3\V̄!3R. ~62!

From formulas~57!, ~58!, and ~59! we haveRS,xI ,t(v,aI )
5o((j21)S) when j→1; hence, forxPR, x.0, we ap-
proximateus(xI ,t), (xI ,t)P(R3\V̄)3R, solution of problems
~1!, ~2!, ~4!, and ~5! and represented by formula~9! with
vS(xI ,t) given by

vS~xI ,t !5Q~qxI ,t
S ,A,vI N1,fI N2,zI

N3!, ~xI ,t !P~R3\V̄!3R,
~63!

whereQ(qxI ,t
S ,A,vI N1,fI N2,zI

N3) is given by Eq.~16! andqxI ,t
S

is given by Eq.~61!. Moreover, we have

uus~xI ,t !2vS~xI ,t !u

<uE~qxI ,t
S ,A,vI N1,fI N2,zI

N3!u

1E
]B

ds~aI !E
R
dv w~v!uRS,xI ,t~v,aI !u,

~xI ,t !P~R3\V̄!3R, ~64!

whereE(qxI ,t
S ,A,vI N1,fI N2,zI

N3) can be estimated by Eq.~17!
andRS,xI ,t is given by Eq.~62!.

II. COMPUTATIONAL METHOD

Let ]V be given by Eq.~19!, and we recall that]V is a
starlike surface with respect to the origin and that we use a
formal power-series expansion with]B as the base point and
that for simplicity we treat only the casexÞ0 andxÞ`; that
is, x equal to a nonzero positive constant. LetL2(]B) be the
space of square integrable functions defined on]B with re-
spect to the surface measure. The real spherical harmonics
Ys,l ,m(yI ), s50, 1, l 5s,s11,...,m5s,s11,...,l , ~see Ref.
3, p. 77! is an orthonormal complete set of functions in
L2(]B). This basis consists of the following functions:

Ys,l ,m~ x̂I !5H g l ,mPl
m~cosu!cosmf, s50,

g l ,mPl
m~cosu!sinmf, s50,

m5s,s11...,l , l 5s,s11,..., x̂IP]B, ~65!

where Pl
m(cosu), m50,1,...,l , l 50,1,..., are the Legendre

polynomials andg l ,m are normalization factors; that is

g l ,m5Fem

2l 11

4p

~ l 2m!!

~ l 1m!! G
1/2

, m50,1...,l , l 50,1...,

~66!

with em52 whenm50 andem51 whenmÞ0. Using this
basis of functions we can represent the action of the opera-
tors l̂ v , p̂v,s , p̂v,s

u , p̂v,s
f , s50,1,..., as infinite matrices and

the datumb̃v,aI ( x̂I )5bv,aI (j( x̂I ) x̂I ), x̂IP]B of Eq. ~46! as an
infinite vector.

We note that the choice of the spherical harmonics is
appropriate to study scattering from obstacles with ‘‘simple’’
geometries. In fact, this choice makes the matrices represent-
ing the operators mentioned above that appear in the compu-
tation simple~i.e., diagonal!, and when the obstacles consid-
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ered are simple, only a few terms are necessary in the series
expansions in spherical harmonics to obtain a good approxi-
mation. However, when the scattering from obstacles with
complicated geometries is considered, the need to use many
terms in the series expansion to obtain a good approximation
makes the choice of the spherical harmonics as basis func-
tions inappropriate since the computation of expressions in-
volving Ys,l ,m( x̂I ) when l andm are large is difficult. In this
paper, we restrict our attention to the spherical harmonics
choice. This choice is sufficient to study the numerical ex-
amples considered in Sec. III. Now, lete( x̂I ) be a locally
integrable function defined on]B and lete( x̂I ) be given by
the following expansion:

e~ x̂I !5 (
s50

1

(
l 5s

1`

(
m5s

l

es,l ,mYs,l ,m~ x̂I !, x̂IP]B, ~67!

where$es,l ,m%s50,1,l 5s,s11,...,m5s,s11,...,l are the generalized
Fourier coefficients ofe, and let p̂v,s , p̂v,s

u , p̂v,s
f , s

50,1,...,l̂ v be the operators given by Eqs.~31!, ~32!, ~33!,
and~34!. Then, using formulas~28!, ~29!, ~30!, and~34!, and
the following expansion ofFv(xI ,yI ):

Fv~xI ,yI !5 i S v

c D (
s50

1

(
l 5s

1`

(
m5s

l

hl S S v

c D ixI i D
3 j l S S v

c D iyI i DYs,l ,m~ x̂I !Ys,l ,m~ ŷI !,

ixI i.iyI i , ~68!

for vPR, we have

~ p̂v,se!~ x̂I !5 ia2S v

c D (
s50

1

(
l 5s

1`

(
m5s

l

es,l ,mS v

c D s

hl
~s!

3S S v

c D D j l S S v

c DaDYs,l ,m~ x̂I~u,f!!,

x̂I~u,f!P]B, s50,1,..., ~69!

~ p̂v,s
u e!~ x̂I !5 ia2S v

c D (
s50

1

(
l 5s

1`

(
m5s

l

es,l ,mS v

c D s

hl
~s!

3S S v

c D D j l S S v

c DaD ]Ys,l ,m

]u
~ x̂I~u,f!!,

x̂I~u,f!P]B, s50,1,..., ~70!

~ p̂v,s
f e!~ x̂I !5 ia2S v

c D (
s50

1

(
l 5s

1`

(
m5s

l

es,l ,mS v

c D s

hl
~s!

3S S v

c D D j l S S v

c DaD ]Ys,l ,m

]u
~ x̂I~u,f!!,

x̂I~u,f!P]B, s50,1,..., ~71!

~ l̂ ve!~ x̂I !5 (
s50

1

(
l 5s

1`

(
m5s

l
es,l ,mYs,l ,m~ x̂I !

i S v

c Da2 j l S S v

c DaDvS ihl S S v

c D D1xhl
~1!S S v

c D D D , x̂IP]B, ~72!

and

~ p̂v,s~ l̂ ve!!5 (
s50

1

(
l 5s

1`

(
m5s

l S v

c D s

hl
~s!S S v

c D Des,l ,mYs,l ,m~ x̂I~u,f!!

vS ihl S S v

c D D1xhl
~1!S S v

c D D D , x̂I~u,f!P]B, vPR, s50,1,..., ~73!

~ p̂v,s
u ~ l̂ ve!!5 (

s50

1

(
l 5s

1`

(
m5s

l S v

c D s

hl
~s!S S v

c D Des,l ,m~]Ys,l ,m /]u!~ x̂I~u,f!!

vS ihl S S v

c D D1xhl
~1!S S v

c D D D , x̂I~u,f!P]B, vPR, s50,1,..., ~74!

~ p̂v,s
f ~ l̂ ve!!5 (

s50

1

(
l 5s

1`

(
m5s

l S v

c D s

hl
~s!S S v

c D Des,l ,m~]Ys,l ,m /]f!~ x̂I~u,f!!

vS ihl S S v

c D D1xhl
~1!S S v

c D D D , x̂I~u,f!P]B, vPR, s50,1,..., ~75!
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wherehl(z), j l(z), l 50,1,..., are the spherical Hankel and
the spherical Bessel functions, respectively~Ref. 17, p. 439!
andhl

(n) n50,1,..., are the derivatives ofhl(z); that is

hl
~n!~z!5

dn

dzn hl~z!, n50,1,2,... . ~76!

We note that whenv goes to zero, the operators in Eqs.~69!,
~70!, ~71!, and ~72! are well-defined and not zero since the
limits limv→0vn11hl

(n)((v/c)) j l((v/c)a), n50,1,..., and
limv→0(v/c) j l((v/c)a)v( ihl((v/c))1xhl

(1)((v/c))) are
finite and not zero in general; moreover, it is easy to see that
whenx>0, we have

S ihl S S v

c D D1xhl
~1!S S v

c D D DÞ0, l 50,1,..., ~77!

for every real value of (v/c) ~see Ref. 17, p. 439!.
We note that whenv goes to zero andx50, formula

~72! must be slightly modified as shown in the Introduction,
that is, the right-hand side of Eq.~72! must be multiplied by
v. Also, whenx5` formula ~72! must be modified as sug-
gested in the Introduction.

We note that formulas~73!, ~74!, and~75! are indepen-
dent of a, so that the computational method in reality does
not require the choice of the sphereBa .

Let xPR, x.0, let zs,v,aI ( x̂I ), x̂IP]B, aI P]B, vPR, s
50,1,..., be the functions given by Eqs.~58!, ~59!, and let

zs,v,aI ~ x̂I !5 (
s50

1

(
l 5s

1`

(
m5s

l

zs,v,aI ,s,l ,mYs,l ,m~ x̂I !,

x̂IP]B, s50,1,..., ~78!

be the expansion in spherical harmonics of the functions
zs,v,aI ( x̂I ); then, using formulas~68!, ~73!, ~74!, and~75! we
can see that the functionFv,aI (xI ) given by Eq.~24! solution
of Eqs.~10!, ~11!, and~13! has the following expansion:

Fv,aI ~xI !

5(
s50

1`

(
s50

1

(
l 5s

1`

(
m5s

l hl S S v

c D ixI i D zs,v,aI ,s,l ,mYs,l ,m~ x̂I !

vS ihl S S v

c D D1xhl
~1!S S v

c D D D ,

xI 5ixI i x̂I , x̂IP]B, ixI i.a. ~79!

Whenx50, the right-hand side of Eq.~79! must be modified
multiplying it by v, also, whenx5`, Eq. ~79! needs some
modifications.

Note that for every fixed value ofs>0, vPR, aI P]B,
the generalized Fourier coefficients zs,v,aI ,s,l ,m

5*]Bzs,v,aI ( x̂I )Ys,l ,m( x̂I )ds( x̂I ), s50,1, l 5s,..., m5s,...,l
are double integrals independent from each other. Morever,
let S, Lmax be two positive integers andW(aI ,v) appearing in
Eqs.~6! and ~9! be a function; we defineqxI ,t

S,Lmax(v,aI ) to be

qxI ,t
S,Lmax~v,aI !

5
exp~2 ivt !W~v,aI !

w~v!~2p!4

3 (
s50

1

(
l 5s

Lmax

(
m5s

l hl S S v

c D ixI i DYs,l ,m~ x̂I !(
s50

S

zs,v,aI ,s,l ,m

vS ihl S S v

c D D1xhl
~1!S S v

c D D D ,

aI P]B, vPR, ~xI ,t !P~R3\V̄!3R, ~80!

thenus(xI ,t) solution of problems~1!, ~2!, ~4!, and~5! can be
approximated withvLmax

S,N1,N2,N3(xI,t) given by

vLmax

S,N1 ,N2 ,N3~xI ,t !5Q~qxI ,t
S,Lmax,A,vI N1,fI N2,zI

N3!,

~xI ,t !P~R3\V̄!3R, ~81!

whereQ(qxI ,t
S,Lmax,A,vI N1,fI N2,zI

N3) is given by Eq.~16!. More-
over, we have

uus~xI ,t !2vLmax

S,N1 ,N2 ,N3~xI ,t !u

<uQ~qxI ,t
S 2qxI ,t

S,Lmax,A,vI N1,fI N2,zI
N3!u

1uE~qxI ,t
S ,A,vI N1,fI N2,zI

N3!u

1E
]B

ds~aI !E
R
dv w~v!uRS,xI ,t~v,aI !u,

~xI ,t !P~R3\V̄!3R, ~82!

where uE(qxI ,t
S ,A,vI N1,fI N2,zI

N3)u is given by Eq.~17!, and
RS,xI ,t(v,aI ) is given by Eq.~62!.

In Sec. III we use the form assumed by formulas~80!
and ~81! when w(v)5exp(2v2), W(v,aI )
5(2p4/Ap)z exp(2z2v2)d(gI2aI ) and a particular choice of
the quadrature rule is made.

III. NUMERICAL RESULTS

In this section we use the computational method pro-
posed previously to solve the time-dependent acoustic scat-
tering problem of the Introduction in some test cases. These
test cases are discussed both from the physical point of view
and from the numerical point of view. We consider the scat-
tering phenomenon generated by an incident acoustic wave
that hits an obstacleV when the incident acoustic wave is of
the form ~22!; that is, a time-harmonic plane wave

ui~xI ,t !5expS i
v*

c
@~gI ,xI !2ct# D , ~xI ,t !PR33R,

~83!

or the incident acoustic wave is of the form~23!; that is

ui~xI ,t !5expS 2
1

4z2 @~gI ,xI !2ct#2D , ~xI ,t !PR33R,

~84!

wheregI P]B, z.0, v*PR are given. SincegI P]B, we have
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gI 5~sina cosb,sina sinb,cosa!T,

0<a<p, 0<b,2p, ~85!

for some choice ofa andb. In the following, we usea5p,
b arbitrary, so thatgI 5(0,0,21)T. Whenui(xI ,t) is given by
Eq. ~84!, the integral~7! becomes

ui~xI ,t !5
1

Ap
E

R
exp~2v2!expS iv

cz
@~xI ,gI !2ct# Ddv,

~xI ,t !PR33R, ~86!

and in correspondence we assume

us~xI ,t !5
1

Ap
E

R
exp~2v2!exp~2 ivt !uv/z,gI

s ~xI !dv,

~xI ,t !P~R3\V̄!3R. ~87!

In all the experiments we choosec51, and]B as the base
point of the expansion@see~35!# and b̃s,v,aI ( x̂I ), x̂IP]B, s
50,1,..., the functions given by Eq.~55!. We remark that no
choice of the sphereBa @see~79!# is required by the compu-
tational method. In the experiments involving the incident
wave~84! we choose the quadrature rule~16! to be the Gauss
Hermite quadrature formula~see Ref. 7, p.114! with N2

5N351, aI 1,15gI , with v i , i 51,2,...,N1 , to be the zeros of
the Hermite polynomial of degreeN1 and ai ,1,1, i
51,2,...,N1 , to be the weights of the Gauss Hermite quadra-
ture formula. Let us consider the problem of how to choose
the numberN1 of the nodesv i , i 51,2,...,N1 of the quadra-
ture rule. LetM, T be two integers and (xI j ,tk)PR33R, j
51,2,...,M3, k51,2,...,T be a rectangular grid of the set
@22,2#3@22,2#3@22,2#3@23,7# with constant step size
with respect to the spatial variables~i.e., the first three vari-
ables! equal to 4/M and with constant step size with respect
to the time variable~i.e., the last variable! equal to 10/T, and
let ua

i be the approximation of the incoming wave given by

ua
i ~xI ,t !5(

i 51

N1

ai ,1,1 expS iv i

cz
@~xI ,gI !2ct# D , ~xI ,t !PR33R.

~88!

We chooseN1 to be the smallest integer such that the fol-
lowing condition is satisfied:

@( j 51
M3

(k51
T uua

i ~xI j ,tk!2ui~xI j ,tk!u2#1/2

@( j 51
M3

(k51
T uui~xI j ,tk!u2#1/2

<1023. ~89!

In the numerical experiments considered here, we haveM
520 T540 and~89! is satisfied choosingN15400.

When we use the incident wave~83!, no quadrature rule
in the variablev is involved since the incident wave is a
time-harmonic plane wave, the scattered wave will be as-
sumed to be time harmonic with the same frequencyv* ; that
is

us~xI ,t !5exp~2 iv* t !uv* ,gI

s
~xI !, ~xI ,t !P~R3\V̄!3R,

~90!

whereuv* ,gI

s (xI ) is the space-dependent part of the scattered

time-harmonic wave. We note that when the time-harmonic
incoming wave~83! hits a sphere of radius one and center,
the origin the time-harmonic scattered wave generated coin-
cides with the zero-order term of the expansion in powers of
j21 given by Eq.~61! whenW(v,aI )5(2p)4d(aI 2gI )d(v
2v* ). Moreover, we must consider the problem of where to
truncate the series expansion~79!; that is, how to choose the
integerLmax of ~80! to have in the region of thexI variable
considered a good approximation of the solutionuv,aI

s (xI ) of
the boundary value problems~10!, ~11!, and ~13!. In the
numerical experience presented here, the region of thexI
variable where we want a good approximation isxI
P@22,2#3@22,2#3@22,2#. To do this we use the results
of the analysis presented in Ref. 10, Sec. IV where it is
shown that the integerLmax must increase when the geometry
of the obstacle is of increasing complexity. In particular, in
the numerical experience shown here we chooseLmax516
for obstacles with simple geometry~i.e., the sphere, and the
corrugated sphere! and Lmax524 for more complicated ob-
jects ~i.e., the cube and the holed sphere!.

Let us consider the computational cost of the method
proposed in Secs. I and II in terms of the number of double
integrals that givenN1 andLmax must be computed in order

TABLE I. Cube:x50, maxx̂IP]Buj(x̂I)21u50.4.

v/c e16
1 e16

2 e16
3 e16

4 e16
5 e16

6 e16
7 e16

8 e16
9

0.5 4.09E201 8.36E202 2.55E202 5.65E203 5.95E203 1.66E203 1.34E203 6.45E204 2.75E204
1 5.07E201 1.51E201 4.58E202 1.34E202 8.50E203 3.11E203 2.11E203 1.01E203 5.26E204
2 6.79E201 3.48E201 1.19E201 4.22E202 1.87E202 8.03E203 4.47E203 2.33E203 1.26E203
4 8.65E201 9.82E201 4.66E201 1.84E201 7.88E202 3.21E201 1.40E202 6.78E203 3.86E203
8 9.63E201 1.17E100 1.72E100 1.77E100 1.01E100 6.14E201 3.21E201 1.31E201 4.91E202

TABLE II. Cube: x5`, maxx̂IP]Buj(x̂I)21u50.4.

v/c e16
1 e16

2 e16
3 e16

4 e16
5 e16

6 e16
7 e16

8 e16
9

0.5 1.79E100 4.52E201 8.73E202 2.99E202 2.84E203 8.57E203 1.53E203 2.02E203 4.97E204
1 1.28E100 3.25E201 3.55E202 2.11E202 5.25E203 8.74E203 1.91E203 1.85E203 6.03E204
2 8.01E201 2.16E201 8.24E202 3.19E202 1.14E202 9.93E203 4.45E203 3.01E203 1.27E203
4 8.25E201 6.17E201 2.49E201 1.26E201 8.40E202 7.60E202 7.53E202 7.44E202 7.61E202
8 9.55E201 1.05E100 1.52E100 2.97E100 1.07E100 8.73E201 9.79E201 1.07E100 1.13E100
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to evaluate the approximate series expansion of the scattered
waveus(xI ,t) up to orderS; that is, to evaluatevLmax

S,N1,1,1(xI ,t)

given by Eq.~81!, a simple computation gives

Number of integrals5 3
2N1S~S11!~Lmax11!2. ~91!

Formula ~91! shows that the computational cost of the
method proposed in Secs. I and II consists of a polynomial in
N1 times a polynomial inS times a polynomial inLmax. We
can use relatively large values ofN1 , S, andLmax since we
make the computation of the approximations up to orderSof
the termsuv,aI

s , v5v i , i 51,2,...,N1 , aI 5gI , in parallel.
That is, chosenaI 5gI for v5v i , i 51,2,...,N1 we compute
for s150,1,...,S thes1th order term of the expansion ofuv i ,gI

s

and the computation ofs1th order term of the expansion~79!
is fully parallelizable with respect to the numberLmax of
spherical harmonics involved; that is, it is fully parallelizable
with respect tos50,1, l 5s,s11,...,Lmax. We note that for
s150,1,...,S the computation of the (s111) order term in the
perturbation theory involves the knowledge of thes1 order
term. Indeed, the computation of the termsuv i ,gI

s , i

51,2,...,N1 is fully parallelizable ini, and for each value ofi
at each order in the perturbation theory the computation is
fully parallelizable inl. Finally, the summation that defines
the quadrature rule can be computed in parallel. That is, sev-
eral different parallel architectures can be used profitably to
reduce the time of the computation of the approximation
vLmax

S,N1,1,1 in Eq. ~81! of the solutionus of problems~1!, ~2!,

~4!, and~5!.
The algorithm previously described has been coded in

FORTRAN 90 language and tested on a cluster of four Alpha
Digital workstations, each one having four processors, and
on a Cray T3E machine with 256 processors in ‘‘single pro-
gram multiple data’’ programming mode usingMPI as ‘‘mes-
sage passing’’ library.

In the numerical experiments presented, we consider the
following obstacles:

~1! Spherej( x̂I (u,f))51, 0<u<p, 0<f,2p;
~2! Cube;
~3! Holed sphere;

~4! Corrugated sphere j( x̂I (u,f))511h sin2 2uucos 2fu,
0<u<p, 0<f,2p,

whereh.0 is a real parameter. The cube, the holed sphere,
and the corrugated sphere are obstacles with Lipschitz con-
tinuous boundary; in particular, these boundaries are not con-
tinuously differentiable. The last three obstacles are interest-
ing from the physical point of view for the presence of edges
and corners. In the numerical experience, two different cubes
are considered. We omit the analytical expressions of
j( x̂I (u,f)) for the cube and the holed sphere, since they are
involved. We only remark that the origin is the center of
mass of the cube and that the largest sphere contained in the
first cube has radius equal to 0.6~Tables I and II! and the

FIG. 1. The incoming waveui(z251/32) and the cor-
responding scattered waveus generated by a sphere
when the acoustic boundary impedance takes the values
x50 ~b!, x52 ~c!, x58 ~d!, x5` ~e!.

FIG. 2. The incoming waveui (z251/16) and the corresponding scattered
waveus generated by an acoustically hard cube.
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largest sphere contained in the second cube has radius equal
to one~Figs. 2, 3, 4, Table V!. Moreover, the holed sphere is
made of a sphere of center the origin and radius one with a
cavity. The cavity is obtained removing from the sphere of
radius one and center the origin its intersection with the
sphere with center (tanp/10 sinp/101cosp/10,0,0)T and ra-
dius sinp/10Atan2 p/1011.

First, we discuss the numerical experiments from the
numerical point of view and we show some evidence of the
quantitative character of the results obtained with the expan-
sion introduced in the previous sections. The following
tables~Tables I, II, and III! concern the convergence of the
formal series expansion in power ofj21 of the function
Fv,aI given by Eq. ~79!, where aI 5gI 5(0,0,21)T. From
~79!, we have

Fv,gI
' (

s50

1

(
l 5s

Lmax

(
m5s

l hl S S v

c D ixI i DYs,l ,m~ x̂I !

vS ihl S S v

c D D1xhl
~1!S S v

c D D D
3(

s50

S

zs,v,gI ,s,l ,m , ~92!

so that we study the convergence of the series
(s50

1` zs,v,gI ,s,l ,m , s50,1, l 5s,s11,...,Lmax, m5s,s
11,...,l . Let

eLmax

S 5
@(s50

1 ( l 5s
Lmax(m5s

l uzS,v,gI ,s,l ,mu2#1/2

@(s50
1 ( l 5s

Lmax(m5s
l u(s50

S zs,v,gI ,s,l ,mu2#1/2. ~93!

In Tables I, II, and III we show the behavior ofeLmax

S with

S51,2,...,9 andLmax516 when the obstacles are the cube
and the corrugated sphere. In Tables I and II we show the
behavior ofeLmax

S for different values of the wave number

v/c50.5, 1, 2, 4, 8 for an ‘‘acoustically soft’’~i.e., x50!
cube ~Table I! and ‘‘acoustically hard’’ ~i.e., x5`! cube
~Table II!. In Table III we consider a corrugated sphere with
acoustic impedancex52 and we show the behavior ofeLmax

S

at a fixed value of the wave numberv/c510 for different
values of the heighth of the corrugation.

From Tables I, II, and III we can see that the conver-
gence of the series expansion in powers ofj21 in Eq. ~79!
depends on the magnitude of (v/c)maxx̂IP]Buj(x̂I)21u, and in

FIG. 3. The incoming waveui (z251/32) and the corresponding scattered
waveus generated by an acoustically hard cube. FIG. 4. The incoming waveui (z251/64) and the corresponding scattered

waveus generated by an acoustically hard cube.

TABLE III. Corrugated sphere:j(u,f)511h sin2 2uucos 2fu, v/c510, maxx̂IP]Buj(x̂I)21u5h.

h e16
1 e16

2 e16
3 e16

4 e16
5 e16

6 e16
7 e16

8 e16
9

1/100 3.42E202 1.01E203 2.47E205 5.11E207 5.57E208 8.01E212 5.55E224 5.50E227 5.00E232
1/10 6.08E202 1.41E202 4.95E204 2.08E204 5.54E203 2.19E203 1.36E203 5.60E204 3.60E204
1/5 5.18E201 3.23E201 1.73E201 1.03E202 5.54E203 2.19E203 1.36E203 5.60E204 3.60E204
1/3 6.83E201 6.23E201 6.03E201 1.03E202 5.54E203 2.19E203 1.36E203 5.60E204 3.60E204
1/2 7.92E201 8.11E201 8.85E201 1.72E201 1.67E201 1.53E201 1.58E201 1.57E201 1.62E201
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the examples considered the convergence is satisfactory
roughly when (v/c)maxx̂IP]Buj(xI)21u<1.5. Moreover, in fa-
vorable circumstances such as those considered in the first
row of Table III the series expansion considered can give
very accurate results. That is, the operator expansion method
used to compute the time-harmonic waves ‘‘converges’’ in
many significant situations and sometimes gives very accu-
rate results. Of course, there is no reason to discuss here the
convergence of the ‘‘Fourier integral’’~9! that givesus(xI ,t)
or the validity of the Gauss–Hermite quadrature rule used to
approximate it, since these are standard topics in mathemat-
ics.

Similar results can be obtained considering the series
(s50

1` zs,v,gI ,s,l ,m , s50,1, l 5s,s11,...,Lmax, m5s,s

11,...,l , obtained starting from~56! rather than starting from
~55!.

We show now three experiments which are interesting
from the physical point of view. Let

Zn5H ~x,y,z!TPR3, x5221
4

n
i , y5221

4

n
j ,

z5221
4

n
k,i , j ,k50,1,...,nJ

n520,40,80. ~94!

In the figures shown in this section~i.e., Figs. 1–5!, the
incident waveui(xI ,t) is shown in the first column and in the
other columns the scattered waveus(xI ,t) solution of Eqs.
~1!, ~2!, ~4!, and ~5! on the spatial gridZ80 ~Fig. 1!, or Z20

~Figs. 2–4!, or Z40 ~Fig. 5! is shown. When the incident
wave is given by Eq.~84!, i.e., Figs. 1–4, this is done for
three values of the timet, t521, t50, t51 ~i.e., see the
three rows of Figs. 1–4!. That is: t521, a time when the
incident waveui(xI ,t) is beginning to hit the obstacle,t50, a
time such thatui(xI ,t) is passing through the obstacle, and
t51, a time such thatui(xI ,t) is almost passed through the
obstacle. When the incident wave is given by Eq.~83!; that
is, when the time-harmonic problem is considered~see Fig.
5!, we choose five values of the timet, that is,t50, t51, t
52, t53, t54 ~i.e., see the five rows of Fig. 5!. We note
that in the experiments where the obstacle is the sphere of
center the origin and radius one, we useS50 in ~61!, in fact,
in this case only the zero-order term of the expansion~35! is
nonzero.

Let us discuss the numerical experiments from the
physical point of view.

The first experiment~see Fig. 1! shows the qualitative
behavior of the scattered waveus(xI ,t) solution of Eqs.~1!,
~2!, ~4!, and ~5! generated by a sphere of radius one hit by
the incident waveui(xI ,t) given in Eq.~84! with z251/32,
when the impedancex of the sphere takes the valuesx50
@column ~a!#, x52 @column ~b!#, x58 @column ~c!#, x5`
@column~d!#. We note that whenx50, that is, the case of the
acoustically soft obstacle, the reflected wave has opposite
sign with respect to the sign of the the incident wave@see
Fig. 1~b!#; whenx52 it has the same sign as the sign of the
incident wave@see Fig. 1~c!#, and whenx58 @see Fig. 1~d!#
the reflected wave is very similar to the reflected wave gen-
erated by an acoustically hard obstacle, i.e.,x5` @see Fig.
1~e!#. The second experiment~see Figs. 2, 3, and 4! shows
the behavior of the scattered waveus(xI ,t) solution of Eqs.
~1!, ~2!, ~4!, and~5! generated by the acoustically hard cube,
that is, the cube withx5`, when hit by the incident wave
ui(xI ,t) given by Eq.~84! with z251/16 ~Fig. 2!, z251/32
~Fig. 3!, z251/64~Fig. 4!. In this experiment we useS55 in
~61! and in Fig. 4 the scattered wave is divided by a factor of
4.2 to represent the incident wave and the scattered wave on

FIG. 5. The incoming waveui and the corresponding scattered waveus

generated by an acoustically hard holed sphere.

TABLE IV. Cube:x5`,maxx̂IP]Buj(x̂I)21u50.7.

v/c e24
1 e24

2 e24
3 e24

4 e24
5 e24

6 e24
7 e24

8 e24
9

0.5 3.52E201 1.93E201 2.79E202 4.21E202 2.01E202 3.51E202 2.77E202 8.54E202 2.03E201
1 3.27E201 1.86E201 4.18E202 4.65E202 2.69E202 3.93E202 3.83E202 9.68E202 2.35E201
2 4.34E201 2.49E201 1.30E201 1.12E201 5.45E202 5.11E202 6.06E202 1.11E201 1.98E201
4 4.89E201 2.33E201 2.40E201 1.93E201 2.40E201 2.27E201 3.49E201 4.04E201 5.21E201
8 7.97E201 8.03E201 8.27E201 8.40E201 8.52E201 7.69E201 8.07E201 1.18E100 1.13E100
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the same reference scale. We can see that whenz2 is large
~i.e., z251/16! only the facets of the cube irradiate energy
~see Fig. 2, animation 1! while for intermediate values ofz2

~i.e., z251/32! we can see that not only the facets but also
the edges of the cube irradiate energy~see Fig. 3, animation
2!, and finally whenz2 is small ~i.e., z251/64! we can see
that almost all the energy is irradiated by the vertices of the
cube~see Fig. 4, animation 3!. This phenomenon is a conse-
quence of the fact that whenz2 decreases, the components of
high frequency of the incident wave packet become more
relevant. This phenomenon is a kind of ‘‘dispersion’’ phe-
nomenon due to the presence of edges and vertices. This
phenomenon is coherent with the observation made in Refs.
10 and 15, where the acoustic and electromagnetic time-
harmonic problem for acoustically soft and perfectly con-
ducting obstacles is treated. In Refs. 10 and 15, in the case of
the octahedron the authors show that when the wave number
of the time-harmonic incident wave increases, the energy is
irradiated first from the facets, then from the edges, and fi-
nally almost entirely from the vertices~see Ref. 10, Fig. 8
and Ref. 15, Fig. 7!. The authors show that a similar phe-
nomenon takes place in the case of obstacles with multiscale
corrugations such as corrugated spheres where all the corru-
gations become visible for high-frequency scattering~see
Ref. 10, Figs. 5, 6, and 7 and Ref. 15, Figs. 2 and 3!. In Figs.
2, 3, and 4 we have considered the cube that circumscribes
the sphere of radius one. In this case, a typical value of
(v/c)maxxÎP]Buj(xÎ)21u involved is about 2. That is, the re-
sults obtained with the series constructed with the operator
expansion method are poor from the quantitative point of
view ~Table IV! but they are very satisfactory from the quali-
tative point of view. Finally, we analyze some quantitative
aspects of the second experiment~Figs. 2, 3, and 4!. Let xI j

PR3, j 51,2,...,M , tkPR, k51,2,...,T be given as in Eq.
~89!, we denote withen,m, n.m.0 the following quantity:

en,m5
@( j 51

M3
(k51

T uvLmax

S,n,1,1~xI j ,tk!2vLmax

S,m,1,1~xI j ,tk!u2#1/2

@( j 51
M3

(k51
T uvLmax

S,n,1,1~xI j ,tk!u2#1/2
,

n.m. ~95!

The quantityen,m, n.m is a measure of the accuracy of the
numerical evaluation of the integral in thev variable. In
Table V we show the values ofen,m for different values of
n5200, 300, 400 andm5100, 200, 300 relative to the ex-
periment of the cube of Fig. 2 (1/z251/16) and of Fig. 4
(1/z251/64).

Table VI shows the time required by the algorithm on
the Cray T3E machine to compute(s50

5 zs,v i ,gI ,s,l ,m, with gI
5(0,0,21)T, i 51,2,...,N1 , s50, 1, l 5s,...,Lmax, m
5s,...,l , N15400, Lmax524 relative to Fig. 3 versus the

number of processors used. The time is measured using the
~FORTRAN! routine rtc~! of the Cray T3E machine that gives
the real-time clock in clicks where a click corresponds to
3.333E209 s. In the last experiment~see Fig. 5! the obstacle
is the acoustically hard holed sphere; that is,x5`, and the
incident waveui(xI ,t) is given by Eq.~83! with gI 5(0,0,
21)T, and v*59. We useS54 in Eq. ~61!. In the first
column of Fig. 5 we show the incident wave, in the second
and third columns we show the scattered wave form from
two different points of view; that is, looking in front@i.e.,
column ~b!, animation 4! or looking on the side of the hole
@i.e., column~c!#. We can see that when the time-harmonic
incident wave hits the obstacle first, the energy is irradiated
by the edge of the hole@see Fig. 5~b!~column!~1!#, then the
energy is captured by the hole@Fig. 5~c!~column!~2!# then it
is irradiated by the hole@Fig. 4.5~b!~column!~3!#. Since the
incident wave is time harmonic, we can observe that ast
goes on the energy is alternatively trapped and irradiated by
the hole. That is, some kind of ‘‘resonance’’ phenomenon
takes place. This resonance phenomenon is of the same na-
ture of the one observed in Ref. 15, Figs. 4 and 5. In those
figures the authors show the results of an experiment where
the obstacle is a corrugated sphere; that is, a sphere of radius
one and center the origin with a certain number of corruga-
tions along thef direction andu direction. In particular, the
authors show that as a function of the wave number of the
incident wave the far field generated by this obstacle, plotted
at u5p/2 as function off, 0<f,2p, first presents a number
of peaks equal to the number of corrugations in thef direc-
tion, then becomes similar to the far field of a sphere of
radius one and center the origin, without corrugations; fi-
nally, valleys take the place of the previously observed peaks
and then the entire phenomenon takes place again. The se-
quence peak, far field of the sphere, valley, peak that is vis-
ible for increasing values of the wave number of the incident
wave is what in Ref. 15 we have called ‘‘resonance’’ phe-
nomenon.

The animations relative to the previous numerical ex-
periments can be found on the website http://
www.econ.unian.it/recchioni/w1/
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TABLE V. Quadrature formula error.

z2 e200,100 e300,200 e400,300

16 6.47E202 6.07E203 2.71E203
64 7.16E201 5.85E202 2.06E202

TABLE VI. Time versus number of processors.

Processors Seconds

3 24.03
6 12.13

12 6.20
24 3.26
30 2.67
60 1.51

120 0.96
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Edge diffraction of creeping rays
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Explicit formulas are derived for waves modeled by the scalar two-dimensional Helmholtz equation
for the field that is diffracted when surface creeping rays encounter an infinitely sharp edge. Both
Neumann and Dirichlet boundary conditions are analyzed, and the diffracted field is found to be an
order to magnitude smaller in the latter case. ©2000 Acoustical Society of America.
@S0001-4966~00!04504-5#
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INTRODUCTION

Creeping rays are real rays that exist in the shadow re-
gion of a finite scatterer that is illuminated by waves of suf-
ficiently short wavelength. These rays describe the lowest
order field in the shadow, which, for smooth scatterers, is
exponentially small compared to the incident field. They are
initiated at the scatterer horizon, where the incident rays are
tangential, and they propagate repeatedly around the scat-
terer, progressively radiating diffracted rays tangentially to
the surface, thus contributing to the scattered field in all di-
rections. The energy lost by radiating these rays explains the
exponential attenuation of the creeping field as it propagates
into the shadow zone.

However, corners or edges in the shadow region may
enhance the scattered field produced by the creeping rays,
and this can be important in radar technology. This paper
aims to describe a simple case of edge diffraction of a two-
dimensional creeping ray field described by the dimension-
less Helmholtz equation

¹2c1k2c50, k@1, ~1!

with

c;eikx as x→2`, ~2!

together with a radiation condition and either

]c

]n
50 or c50 ~3!

on the scatterer.
The geometry may be as shown in Fig. 1, which indi-

cates the boundary layer structure that gives rise to the creep-
ing ray field at the horizonH, where the scatterer is assumed
to be analytic. We will not consider here the field generated
at the lower tangency point.

Note that the scatterer forms a caustic for the radiating
creeping rays and hence, for clarity, we refer to these rays as
‘‘shed creeping rays’’ when we are not close to the boundary
and as ‘‘the surface creeping field’’ when we are in the caus-
tic region, whose transverse dimension isk22/3. As usual in
caustic regions, the amplitude in the surface creeping field is

a factor ofk1/6 larger than in the shed creeping ray region
~following a particular ray! due to the focusing effect, but
this factor is dwarfed by the exponential decay of the creep-
ing field as it propagates around the boundary.

Fortunately the mechanics of the initiation of the shed
and surface creeping rays at the so-called ‘‘Fock–
Leontovič’’ region nearH need not concern us here, but they
can be found, for example, in Refs. 1–4. However, in order
to set up our diffraction problem nearE, we do need to know
the details of the surface creeping field solution.

The relevant boundary layer analysis is complicated, and
can be found in Refs. 4–8. The key idea is to use the ansatz

c;eiks1 ik1/3v~s!(
j 50

`
Aj~s,n!

kj /3 ~4!

in a region in whichs, the distance along the scatterer from
H, is O(1) ask→`, but n, the distance normal to the scat-
terer, isO(k22/3), where the phase-functionv(s) is to be
determined along with the amplitude coefficientsAj . The
leading-order terms give that

]2A0

]n̂2 22
dv
ds

A012n̂k~s!A050, ~5!

]2A1

]n̂2 22
dv
ds

A112n̂k~s!A1522i
]A0

]s
, ~6!

wherek is the curvature, which we assume is positive, as in
Fig. 1 fromH to E, andn5k22/3n̂. The solution forA0 that
is outgoing asn̂→` is

A05am~s!Ai S 221/3e2ip/3k22/3S n̂k2
dv
dsD D , ~7!

and we first apply the Neumann condition]c/]n̂50 on n̂
50, which implies that

v5vm~s!5jme22ip/3221/3E
0

s

k~s8!2/3ds8, ~8!

andjm is themth zero of Ai8(z). The amplitudeam can be
found from the solvability condition forA1 , which, after
some algebra, reduces to

dam

ds
5

am

6k

dk

ds
, ~9!

a!Electronic mail: chapman@maths.ox.ac.uk
b!Current address: Smith Group Limited, Surrey Research Park, Guildford,

Surrey GU2 5YP, United Kingdom.
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giving

am5am0k~s!1/6, ~10!

wheream0 is constant. Hence the surface creeping field so-
lution is the superposition

c5eiks (
m50

`

am0k~s!1/6Ai ~jm221/3e2ip/3k~s!1/3n̂!

3expS ik1/3jme22ip/3221/3E
0

s

k~s8!2/3ds8D , ~11!

wheream0 are determined by matching to the solution near
H as described in Ref. 4. Note that becausek.0 each term
in the sum is exponentially smaller than its predecessor out-
side the Fock–Leontovicˇ region nearH ~i.e., for s@k21/3!.
~Indeed, as discussed in Ref. 4, if we work to exponential
accuracy and take account of Stokes phenomenon, we may
find that am0 may exhibit sudden rapid changes across
Stokes lines.! Hence, for the purposes of this paper, we retain
only the first terma00.

A similar scenario applies with Dirichlet datac50 on
n50. Equation~11! is replaced by

c5eiks (
m50

`

bm0k~s!1/6Ai ~221/3e2ip/3k~s!1/3n̂1hm!

3expS ik1/3hme22ip/3221/3E
0

s

k~s8!2/3ds8D , ~12!

wherehm is a zero of Ai(z) and thebm0 may also be deter-
mined by matching with the Fock–Leontovich region, sub-
ject to the same proviso about Stokes phenomenon.

Either Eqs.~11! or ~12! will give rise to shed creeping
rays that are described by superpositions of terms

c;
eik~s1t !

Atk1/6k~s!1/6
expS ik1/3zme22ip/3221/3E

0

s

k~s8!2/3ds8D ,

~13!

wheres is the position on the boundary from which the ray is
shed,t is distance along the shed ray, andzm is jm or hm ,
respectively. Because the amplitude decays only algebra-
ically along these shed creeping rays, they will always be
exponentially dominant over the field diffracted fromE,
which is wheres takes its maximum value. Nevertheless, this
diffracted field is of interest because of its possible impor-

tance on the ‘‘underside’’ of the scatterer, and because of the
field that it transmits back along the body toH.

Clearly the edge diffracted field will be smaller in the
case of Dirichlet data than it is with Neumann data, and we
begin with the latter case, which is much the easier math-
ematically.

I. EDGE DIFFRACTION OF CREEPING RAYS

A. Neumann boundary data

If the end of the plate is given bys5S then we need to
rescale near the edge by writing

s5S1k21s̄, ~14!

n5k21n̄, ~15!

wheren is still the unscaled coordinate normal to the plate
~extended by a straight line tangent to it at the edge!. An
enlarged diagram of the tip region of the plate is shown in
Fig. 2. We may expand the field in the surface creeping layer
in terms of these inner coordinates to obtain that the leading-
order incoming field is

c;CNeis̄, ~16!

where

CN5a00kS
1/6Ai ~j0!

3expS ikS1 ik1/3j0221/3e22ip/3E
0

S

k~s8!2/3ds8D .

~17!

FIG. 1. Edge diffraction of creeping
rays.

FIG. 2. An enlarged diagram of the tip region, showing the creeping ray
layer, the inner region, and the shadow boundary region produced when the
creeping rays are diffracted from the tip.
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Hence the inner problem in the vicinity of the edge is

]2c

] s̄2 1
]2c

]n̄2 1c50, ~18!

]c

]n̄
50, n̄50, s̄,0, ~19!

c;CNeis̄, as n̄21 s̄2→`, for n̄.0. ~20!

This inner problem is just the Sommerfeld problem9 with the
incident field parallel to the plate, with solution

c5
CNe2 ip/41 i r̄

Ap
FrS 2A2r̄ sin

ū

2
D , ~21!

where Fr(z) is the Fresnel integral

Fr~z!5e2 iz2E
z

`

eiu2
du ,

and r̄ and ū are local polar coordinates with theū50 axis
parallel to the scatterer. Forū@ r̄ 21/2, the far-field behavior
of this inner solution is given by

c;CNeir̄ cosū1CN

eir̄ 23ip/4

2A2p r̄ sinū/2
, 0, ū,p, ~22!

c;CN

eir̄ 23ip/4

2A2p r̄ sinū/2
, 2p, ū,0. ~23!

Therefore the amplitude of the diffracted field at the tip is
given by

A5CN

e23ip/4

2A2pkr sinu/2
, ~24!

wherer 5 r̄ /k andu5 ū are unscaled polar coordinates cen-
tred on the tip. There is a boundary layer of thicknessk21/2

near u50 ~the shadow boundary!, whose structure is dis-
cussed in Sec. III. The amplitude directivity pattern is shown
in Fig. 3.

B. Dirichlet boundary data

Now the leading-order incoming field is given by

c;CDn̄eis̄, ~25!

where

CD52k21/321/3e2ip/3b00kS
1/2Ai 8~h0!

3expS ikS1 ik1/3h0221/3e22ip/3E
0

S

k~s8!2/3ds8D .

~26!

The inner problem is

]2c

] s̄2 1
]2c

]n̄2 1c50, ~27!

c50, n̄50, s̄,0, ~28!

c;CDn̄eis̄, as n̄21 s̄2→` for n̄.0, ~29!

and the presence of the amplituden̄ in Eq. ~29! means that
we cannot apply the Sommerfeld solution directly. If we
make the substitutionF5]c/]n̄, thenF satisfies Helmholtz
equation with the far-field matching conditionF;CDeis̄ as
s̄→2`. In addition the boundary data on the plate implies
that ]2c/] s̄250 on n̄50,s̄,0, and therefore]F/]n̄50 on
the plate. HenceF satisfies the problem Eqs.~18!–~20!, so
that

F5
CDe2 ip/41 i r̄

Ap
FrS 2A2r̄ sin

ū

2
D . ~30!

Hence the solution to the inner problem Eqs.~27!–~29! has
the form

c5E
0

n̄
F~ s̄,n!dn1B~ s̄!, ~31!

whereB( s̄) is zero fors̄,0. By substituting the expression
for the Fresnel integral into Eq.~31! the solution may be
written as

c5E
0

n̄E
~~ s̄21n2!1/22 s̄!1/2

`

eis̄eiu2
du dn1B~ s̄!. ~32!

FIG. 3. The directivity of the dif-
fracted field for Neumann boundary
data. ~a! The amplitude in any direc-
tion corresponds to the distance from
the origin to the curve.~b! The ampli-
tude plotted as a function ofu.
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This solution may then be simplified further by making the
substitutionl25 s̄21n2 and interchanging the order of inte-
gration. After some manipulation this yields that fors̄,0 the
field is given by

c5
CDe2 ip/4

Ap
S n̄eir̄ FrS 2A2r̄ sin

ū

2
D 1

ieir̄Ar̄

&
cos

ū

2

1
ieir̄

2
FrS A2r̄ cos

ū

2
D 2

e2 i s̄e3ip/4Ap

4 D , ~33!

while for s̄.0 the field is given by

c5
CDe2 ip/4

Ap
S n̄eir̄ FrS 2A2r̄ sin

ū

2
D 1

ieir̄Ar̄

&
cos

ū

2

1
ieir̄

2
FrS A2r̄ cos

ū

2
D 2

ieis̄As̄

&
2

ieis̄

2
Fr~A2s̄!D 1B~ s̄!.

~34!

The solution fors̄.0 differs from the solution fors̄,0 only
by an arbitrary function ofs̄. Sincec is analytic inr̄ .0, and
Eq. ~33! is an analytic expression for the field ins̄,0, we
must have

B~ s̄!5
CDe2 ip/4

2Ap
S iA2s̄eis̄1 i Fr~A2s̄!eis̄

2
e2 i s̄e3ip/4Ap

4 D , ~35!

for s̄.0. However, the solution Eq.~33! does not satisfy the
radiation condition fors.0, since the last term represents an
incoming wave. Thus we must subtract off the solution cor-
responding to this incoming wave, giving finally

c5
CDe2 ip/4

Ap
S n̄eir̄ FrS 2A2r̄ sin

ū

2
D 1

ieir̄Ar̄

&
cos

ū

2D ,

2`,s,`. ~36!

For ū@ r̄ 21/2 the far-field behavior is given by

c;CDn̄is̄1
CDe3ip/4

Ap

eir̄ sinū

8A2r̄ sin3 ū/2
, 0, ū,p, ~37!

c;
CDe3ip/4

Ap

eir̄ sinū

8A2r̄ sin2 ū/2
, 2p, ū,0. ~38!

Note that the term of orderr̄ 1/2 in the far-field expansion of
Eq. ~36! has zero coefficient. The amplitude of the diffracted
field is given by

A5
CDe3ip/4

Ap

sinu

8~2kr !1/2sin3 u/2
; ~39!

its directivity is shown in Fig. 4. As in Sec. II A there is a
boundary layer of thicknessk21/2 nearu50, which we dis-
cuss in Sec. III. Note thatCD5O(k21/3CN), so that the am-
plitude of the diffracted field isO(k21/3) smaller with Di-
richlet data than with Neumann data.

II. DISCUSSION

The directivity patterns in Figs. 3, 4 indicate the ex-
pected nonuniformity at the ‘‘shadow boundaries’’ near the
tangent to the scatterer atE. In general, in the far field of the
inner region withs5kms̃, where21,m<0, scaling in the
shadow boundary isn5k(m21)/2ñ, corresponding tou of or-
der k2(m11)/2. With Neumann boundary data the shadow
boundary transition function is the usual one, namely

c;
CNe2 ip/4eiksein̄2/~2s̄!

Ap
FrS 2

n̄

A2s̃
D . ~40!

With Dirichlet boundary data, because the incoming field is
not a simple plane wave, the transition function changes to

c;
k~m21!/2CDe2 ip/4eikseiñ2/~2s̃!

Ap
S ñ FrS 2

ñ

A2s̃
D 1

iAs̃

&
D .

~41!

FIG. 4. The directivity of the dif-
fracted field for Dirichlet boundary
data. ~a! The amplitude in any direc-
tion corresponds to the distance from
the origin to the curve.~b! The ampli-
tude plotted as a function ofu. The
amplitude has been scaled with 0.2 as
a representative value ofk21/3, to aid
in comparisons with Fig. 3.
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Note that the transverse scaling of the shadow boundary is
such that it lies within the surface creeping layer, so that the
approximation of the incoming field as either constant or
linear in n̄ is valid, only for (m21)/2,22/3, i.e., form,
21/3. At this scale ins the shadow boundary starts to notice
that the field on the ‘‘illuminated’’ side is not simply a plane
wave. The full structure of the surface creeping field be-
comes relevant, but we will not discuss this further here.

We also remark that the diffracted field sends a ray back
along the upper surface of the body, which will generate
creeping rays propagating in an anticlockwise direction from
E as described in Refs. 1, 10, 11.

Finally we remark that we expect similar diffraction pat-
terns when the ‘‘trailing edge’’ atE has nonzero included
angle and when the body is modeled by a mixed boundary
condition]c/]n1ac50.
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Acoustic radiation from a source located inside layered cavities is studied using the transfer matrix
method. It is shown that the radiation can be either enhanced or inhibited, depending on the
characteristics and the material composition of the cavities. The analysis predicts well-defined
spectral peaks and nodes in some cavities. It is found that significant enhancement and inhibition are
possible by varying acoustic parameters. The results also show that the strength of the radiating
source can be significantly modified due to the presence of layered structures. The link to the similar
phenomena in the optical cavities is discussed. ©2000 Acoustical Society of America.
@S0001-4966~00!02103-2#
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INTRODUCTION

When an electromagnetic source is placed in a cavity, its
radiation will be modulated. It has long been known that the
radiative decay of excited atoms through spontaneous emis-
sion can be modified significantly by the atoms’ interaction
with the surrounding environment.1,2 The coupling of the
source radiation to the cavity has profound effects on the
radiated strength, damping rate and frequency shift.

During the last few years, much interest has been re-
vived in the cavity electrodynamics. Many studies have been
focused on the effects of metal and dielectric interfaces,
forming a certain type of waveguide, on atomic radiation.3–7

As summarized by Haroche and Kleppner,8 the experiments
have shown that spontaneous radiation from excited atoms
can be greatly suppressed or enhanced by placing the atoms
between mirrors or in cavities, depending on the characteris-
tics of the atom and the cavity, which may be constructed in
planar, cylindrical or spherical forms. It has been pointed out
that the investigation has potential applications to waveguide
devices, such as surface-emitting semiconductor laser reso-
nators, quantum well lasers and amplifiers.2 In addition, cav-
ity wave studies also provide a useful bridge between micro-
scopic and macroscopic physics.8

A question may naturally arise, that is, whether such
radiation enhancement or inhibition phenomena can be ob-
served in acoustic systems. Moreover, if similar phenomena
do exist, what features would be expected? In this commu-
nication, we pursue these problems. As a first step, we con-
sider a unit acoustic point source in spherical cavities which
are situated in water. The cavities are allowed to be coated
with spherically layered structures, in the same way as in the
optical cavities. The present paper provides a systematic ap-
proach to compute the acoustic transmission and reflection in
the cavities. The results will show that in certain situations,
the radiation and reflection can be either greatly enhanced or
suppressed, depending on the composition of individual
cavities. In these situations, the cavities act as a filter which
selects particular frequencies for emission. The problems

considered here also draw some similarities to that of the
acoustic waves in a duct or room and in musical pipes.9,10

I. THE FORMULATION OF THE PROBLEM

In general, consider a unit point source located inside a
layered cavity. For simplicity, the cavity is assumed spheri-
cal and the source is put at the center. We would like to point
out, however, that other shapes of cavities can also be stud-
ied in the same manner. A conceptual layout of the system is
given in Fig. 1. The most inner and outer radii of the cavity
are denoted asR1 and RN . BetweenR1 and RN there are
N21 interfaces. The boundary atRi ( i 51,2,...,N) is denoted
as thei th interface. The sound speed and the mass density
inside the cavity, i.e., located insider the sphere of radiusR1,
arec1 andr1, while the sound speed and mass density of the
surrounding medium, i.e., outside the sphere of radiusRN ,
are denoted byc and r, respectively. The sound speed and
mass density between thei th and the (i 11)-th interfaces are
ci 11 ,r i 11. We definegi5r i /r and hi5ci /c. The param-
etersgi andhi are called acoustic contrast parameters repre-
senting the contrast in mass density and sound speed be-
tween two materials. The case withgi andhi greater than 1
may represent the situation of a hard cavity in liquids and the
case withgi and hi less than the unity may refer to the
situation of a soft cavity in hard media.

The Helmholtz wave equation inside the cavity can be
written as

~¹21k1
2!p~rW !524pd~rW !, for urWu5r ,R1 , ~1!

where¹2 is the Laplacian operator,k1 is the wave number
which equalsv/c1, and d(•) is the Dirac delta function,
representing the unit source located at the origin. Here, the
acoustic angular frequency is taken asv. The wave equation
outside the cavity is written as

~¹21k2!p~rW !50, forr .RN , ~2!
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wherek is the wave number in the medium,k5v/c. Similar
wave equations can be written down for the media between
R1 andRN , e.g.,

~¹21ki
2!p~rW !50,

for i 51,2,3,...,N21, for Ri,r ,Ri 11 .

~3!

The wave radiation and reflection coefficients at the inter-
faces can be calculated by the transfer matrix technique~e.g.,
Ref. 3!. The core of this technique is to relate the coefficients
of the outward- and inward-propagating waves at the inter-
faces. Following Refs. 2, and 3 and considering the spherical
symmetry, the general solution to the wave equations~3!
may be written as

pi~r !5Ai

eiki r

r
1Bi

e2 iki r

r
,

for Ri,r ,Ri 11 ~ i 51,2,3,...,N!. ~4!

The first and second terms refer to the outward- and inward-
going waves, andA’s andB’s refer to the transmission~ra-
diation! and reflection coefficients. The waves inr ,R1 and
r .RN regions will be discussed later.

Before going any further, we consider an arbitrary
spherical interface located at distanceR from the origin. The
interface separates two media with different sound speeds
and mass densities. Suppose that the outgoing wave and in-
coming wave on the inner side of the interface, i.e.,R2, is

P,~r !5A,

eik,r

r
1B,

e2 ik,r

r
, ~5!

and the outgoing and incoming wave on the outer side of the
interface, i.e.,R1, is

P.~r !5A.

eik.r

r
1B.

e2 ik.r

r
, ~6!

wherek,,.5v/c,,. andA,,. ,B,,. refer to the outward-
going and inward-going coefficients on the inner and outer
side of the interface, respectively, also called the transmis-
sion and reflection coefficients.

To solve forA’s andB’s, the usual boundary conditions
must be invoked. These conditions state that the field and the
displacement must be continuous across the interface. Ex-
plicitly, the boundary conditions can be written as

p,~R!5p.~R!,
1

r,

]p,

]r U
r 5R

5
1

r.

]p.

]r U
r 5R

. ~7!

In the above,c,,. and r,,. refer to the sound speed and
density on the inner and outer side of the interface sepa-
rately. The boundary equations lead to the relation

S A,

B,
D 5T~R!S A.

B.
D , ~8!

whereT(R) is the 2 by 2 transfer matrix relating the coeffi-
cients on the inner side to that on the outer side, and is given
by

T~R!5S eik,R e2 ik,R

eik,R

r,
~ ik,R21!

2e2 ik,R

r,
~ ik,R11!D 21

3S eik.R e2 ik.R

eik.R

r.
~ ik.R21!

2e2 ik.R

r.
~ ik.R11!D .

~9!

For a system consisting of multiple interfaces, the trans-
mission and reflection coefficients can be related through a
consecutive product of the transfer matrix at each interface.
The resulting transfer matrix is denoted byM . Therefore, the
waves outside and inside the layered cavity are related
through

S Ain

Bin
D 5M S Aout

Bout
D , ~10!

where

M5)
i 51

N

T~R1!T~R2!•••T~RN!5S m11 m12

m21 m22
D .

We notice that since there is no reflected wave outside
the cavity, i.e., beyondRN , we have

Bout50, for r .RN . ~11!

Therefore, the final radiated field outside the cavity is

pout~r !5Aout

eikr

r
, for r .RN . ~12!

Moreover, forr ,R1 , the total wave can be written as

pin~r !5
eik1r

r
1pR~r !, for 0,r ,R1 , ~13!

where the first term represents the emitted wave without re-
flecting boundaries. The second term is the wave arising
from reflection at boundaries and can be generally written as

pR~r !52Q
eik1r

r
1Q

e2 ik1r

r
, for 0,r ,R1 , ~14!

FIG. 1. Conceptual layout of the acoustic radiation from a source inside a
spherical cavity.
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The reflection coefficientQ is to be determined. This equa-
tion is obtained by considering that the reflected wave must
be finite at the center. Equation~14! indicates that a standing
wave is set up in the cavity. In the presence of the surround-
ing materials, the wave transmitted from the source is effec-
tively, from Eqs.~13! and~14!, (12Q)eik1r /r and the effec-
tive source strength is therefore 12Q, which, as will be
shown below, can differ significantly from the original
source strength of unity.

From Eq.~14! we have

Ain512Q, Bin5Q. ~15!

Plugging Eqs.~11! and ~15! into Eq. ~10!, we obtain

S 12Q

Q D 5S m11 m12

m21 m22
D S Aout

0 D . ~16!

This equation leads to solutions

Q5
m21

m111m21
, ~17!

Aout5
1

m111m21
. ~18!

Consider the special case in which there is only one
interface. After certain manipulation, the solutions can be
simplified as

Q5
M2M 8

~M2N!2~M 82N8!
, ~19!

Aout5
MN82M 8N

~M2N!2~M 82N8!
, ~20!

in which

M5eikR/h2eikR,

N5e2 ikR/h2eikR,

M 85
1

g
~eikR/h2eikR!S ikR/h21

ikR21 D ,

N852
1

g
~e2 ikR/h2eikR!S ikR/h11

ikR21 D ,

with g5r1 /r andh5c1 /c.
From these solutions, the radiated acoustic intensityI out

can be related to the radiated field as

I out~r !5
1

2rc
upoutu25

1

2rc

uAoutu2

r 2
. ~21!

The reflected intensityI R is

I R5
2

r1c1

uQu2

r 2
. ~22!

From Eqs.~13! and ~14!, we know the effective transmitted
intensity from the sourceI s has now become

I s5
2

r1c1

u12Qu2

r 2
.

The energy conservation states that

I s5I out1I R . ~23!

In the following we will study the wave transmission
and reflection strengths. For convenience, we examine the
transmission~TR! and reflection~RF! coefficients,

TR5uAoutu, RF5uQu. ~24!

FIG. 2. Transmission and reflection
coefficients as a function ofkR for the
cavity filled with various materials.~a!
Air, g50.001 29,h50.23. ~b! Fluid,

g5h5
1
2. ~c! Weak fluid: g5h

51.04. ~d! Fluid: g5h52. The trans-
mission and reflection are represented
by the solid and broken lines, respec-
tively.
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When no reflecting boundaries are present,Aout51 and Q
50.

II. NUMERICAL ANALYSIS

In this section we inspect the radiated and the reflected
acoustic intensity of a unit source in terms of the transmis-
sion and reflection coefficients in various cavities.

A. Single interface case

First, for simplicity, we consider the case that the source
is located in cavities without coating.

In Fig. 2, we plot the absolute value of the transmission
and the reflection coefficients as a function of frequency
~measured bykR) for various situations for an air-filled cav-
ity with g50.001 29 andh50.23, and three fluid cavities
with g,h equal to1

2, 1.04 and 2, respectively. Note here that
the air cavities in water can be either naturally formed air
bubbles in an underwater environment or a balloon with an
unimportant thin elastic shell. From these figures, we ob-
serve the following.~1! The enhancement and inhibition of
acoustic radiation appear in acoustic cavities, drawing many
similarities to the electrical emission in dielectric cavities,
where the emission is modulated by modifying cavity param-
eters. Overall, under the condition that the acoustic contrast
parameters, i.e.,g (5r1 /r) and h (5c1 /c), deviate away
from the unity, there appear sharp frequency bands, as illus-
trated by the cases in Fig. 2~a! and ~b!. The node and peak
positions are determined by the acoustic contrast parameters.
At the peak positions, the radiation is enhanced, while the
transmission is inhibited at the nodes. Asg and h deviate
further away from the unity, the peaks~enhancement! and
nodes~inhibition! become more and more pronounced. The
separation between the peaks and nodes is well defined and
seems to be constant in each cavity.~2! Specifically in the
case of air-filled cavity, the ratio between the resonance peak
and the node can be as large as the order of magnitude of 4.
This indicates that the acoustic radiation at the resonance
peaks is greatly enhanced while the emission at the node
frequencies is highly suppressed. In the air-filled cavity, the
backscattering is also appreciably enhanced at the resonance
frequencies and comparable to the transmission.~3! As g and
h increase from the values for the air, the resonance peaks
decreases, seen by comparing Fig. 2~a! and~b!. The oscilla-
tory feature, however, can still be seen.~4! Wheng andh are
only slightly larger than 1@Fig. 2~c!#, corresponding to the
weak fluid case, the oscillatory structure almost diminishes.
At the low frequencies, the reflection is rather weak, as ex-
pected. In this case the transmission coefficient is close to 1,
the value when no cavity is present.~5! When g and h are
further increased, the oscillatory feature becomes noticeable
again. The separation between peaks and nodes increases
@Fig. 2~d!#.

From the above we conclude that the resonance peaks
and the nodes depend on the contrastsg and h. The peak
amplitude increases and the separation decreases, asg andh
decrease from 1. Wheng and h increase from 1, the peak-
to-node ratio increases and the separation between nodes and
peaks increases as well. The node-peak structure may be
explained in analogy with the standing wave on a string of

lengthL, where the separation of two adjacent harmonics is
calculated asc/2L, with c being the sound speed of the
string. In the present case the separation between two peaks
or two node in terms of the nondimensionalkR is almost
equal toc1/2R, or equivalentlyDkR5(c1 /c) p5hp. For
example, in the air cavity situation, calculation ofDkR
@5(c1 /c)p5hp# gives 0.7226, which is close to the value
estimated from Fig. 2~a!. From this relation, it is clear that as
the radius increases, the separation between peaks or nodes
decreases in the frequency domain. Another important fea-
ture is that the strength of the source is renormalized to an
effective value. In the presence of the interface, the effective
strength is 12Q. The original energy conservation

FIG. 3. Transmission and reflection coefficients as a function ofkR1 for the
cavity coated with a thick layer.~a! Air cavity, g50.001 29,h50.23. ~b!

Fluid cavity,g5h5
1
2. ~c! Water:g5h51. The layer is made up of mate-

rial with g25h252. The thickness amounts to 0.2R1 ; R1 is the cavity
radius. The transmission and reflection are represented by the solid and
broken lines, respectively.
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ghuAoutu21uQu251 is not valid anymore, as indicated by
Fig. 2. Rather, the new energy conservation takes the form

u12Qu25uQu21ghuAoutu2,

where the factorgh is the acoustic impedance, in accordance
with the definitions in Eqs.~21! and ~22!.

B. Spherically layered structures

When a cavity is coated with layered structures, its
sound transmission and reflection can be modified signifi-
cantly mainly due to wave interference. For simplicity yet
not losing generality, we consider two particular cases: the
cavity is coated by one layer of material and by ten equally
spaced layers in the water ambient.

First consider the cavities coated with a thin layer of
material. In Fig. 3, the transmission and reflection coeffi-
cients are plotted against frequency~in terms of kR1) for
several situations. HereR1 is the radius of the cavity. The
thickness of the layer is taken as 0.2R1. The layer is assumed
to be made of material withg andh values being 2. For the
three cases considered, the shell is harder than the cavity,
i.e., the mass density and sound speed are greater than that
inside the cavity and that of the ambient medium. It shows
here that while the pattern follows the typical transmission/
reflection spectra shown in Fig. 2, one interesting feature is
the appearance of the modulation of the resonance peaks and
the nodes. This feature is particularly prominent in the trans-
mission. In addition to the well-defined spectral peaks and
nodes, there appears a low-frequency envelope. This is due
to the coherence of the multiple reflection in the layer. As the
thickness increases, more envelopes are expected to appear.
We also notice that there appear several sharp resonance
peaks@Fig. 3~a!# and deep nodes@Fig. 3~c!#.

Figure 4 plots the transmission and reflection coeffi-
cients as a function ofkR1 for ten layers of materials. The
layered structure is constructed as follows. The inner portion
of the cavity has radiusR1 and is filled with material which
has density and sound speed contrastsg1 ,h1, coated by lay-
ers in the pattern as M-W-M-W-M-W-M-W-M-W. Here M
stands for the coating material withg25h252, except for
the case in~d! in which g25h25 1

2, whereas W stands for the
ambient medium, e.g., the water. Note that all theg and h
values are relative to the ambient medium. The thickness of
each layer is identical and taken as 0.2R1. The results in Fig.
4 show that when the multiple layers are present, spectral
valley regions appear and group in pairs in the transmission.
For cases~a! and~b!, in which the cavity is filled by air and
by a fluid with g15h15 1

2, respectively, the multiple layers
have relatively insignificant effects on the reflection coeffi-
cient. At certain frequencies, the transmission and reflection
are enhanced, while at some other frequencies the radiation
and reflection are inhibited. Particularly, the transmission at
the valleys is significantly reduced. For these two cases, the
transmission valleys seem to show up in almost the same
range of frequency. The contrast of the resonance peaks be-
tween the valley regions and other regions may be used as an
efficient signal filter.2,3 Furthermore, since the contrast be-
tween the peak and valley is of more than four orders of
magnitude, acoustic cavities may be effectively used in sig-
nal devices if the frequency of a source can be modulated at
two different frequencies. The present results draw many
similarities to that of optical cavities. Therefore, the optical
applications may lend a hand to their counterparts in possible
acoustic applications. In case~c!, where the cavity is filled
with water, it shows fewer resonance peaks, but the fre-
quency valleys still appear. In transmission, several reso-
nance peaks are in the valley. Compared to other cases dis-

FIG. 4. Transmission and reflection
coefficients as a function ofkR1 for
the cavity coated with multi-layer.~a!
Air cavity, g150.001 29,h50.23. ~b!

Fluid cavity, g15h15
1
2. ~c! Water:

g15h151. ~d! Fluid cavity: g15h1

52 andg25h25
1
2. The layer is made

up of material with g25h252 and
water, except the case in~d!. The
structure is stated in the text. The
thickness amounts to 0.2R1 ; R1 is the
cavity radius. The transmission and re-
flection are represented by the solid
and broken lines, respectively.
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cussed above, the reflection is significantly reduced. For case
~d!, some interesting features show up. In addition to the
large valleys, some small valleys appear, e.g., at just before
kR1520 and atkR1 just bigger than 40. In this case, the
number of resonance peaks is considerably reduced. Signifi-
cant transmission is only possible at a few frequencies.

When the thickness of the layers is increased, more
spectral valleys appear. Other features remain similar to that
in the situation with smaller thickness. These properties are
illustrated by Fig. 5. Comparing Fig. 5 to Fig. 4~a!, we may
conclude that the spectral valleys and the positions of the
frequency bands are more sensitive to the thickness of the
layers, while the rapid oscillation is more sensitive to the
cavity size once the values forg,h are given.

III. CONCLUDING REMARKS

In this paper, we considered acoustic radiation from a
source inside various cavities. The results show that the
acoustic emission can be significantly affected by the pres-
ence of the cavities. Depending on the characteristics and
material composition of the cavity, the emission can either
be enhanced or inhibited. For the cavities filled with air,
resonant transmission is predicted. At the resonance, the
emission is greatly enhanced, and well-defined sharp spectral
peaks appear. In this situation, the cavity behaves like a filter
which allows amplified transmission at certain frequencies. It
is also shown that the backscattering can also be modulated
by the cavity. Due to the presence of the cavity, the back-
scattering can be enhanced. Furthermore, the effects of coat-
ing the cavities with layers of different materials were also
studies. It was found that in the presence of many layers,

some spectral valleys appear and at these valleys the trans-
mission is inhibited. Finally, we point out that in this paper
we only considered the case in which the source is located at
the center of a cavity. When the source is placed away from
the center, the problem becomes mathematically more te-
dious, but it can be solved using the theory developed in, for
example, Ref. 3. In this case, anisotropic transmission will be
expected. The present work may hint at using acoustic cavi-
ties in underwater communications.
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This article presents a method to deduce the in-plane elastic properties of multilayered composite
plates. Drawing on a synthetic-aperture technique developed for the elucidation of materials
properties in air-coupled ultrasonics, this new method exploits the high elastic anisotropy of
composite materials to permit an accurate measurement of directional in-plane stiffness. It is found
that comparisons of experimental measurements with plate stiffnesses calculated on the basis of
lamination theory agree to within several percent for uniaxial and biaxial laminates and to within 10
percent for quasi-isotropic laminates. It is further shown that the method is largely insensitive to
transducer deployment angle within a range related to the transducer beamwidth. ©2000
Acoustical Society of America.@S0001-4966~00!05703-9#

PACS numbers: 43.20.Gp, 43.20.Jr, 74.25.Ld@ANN#

INTRODUCTION

In the elastic property characterization of composite
laminates with liquid-coupled ultrasound, the stiffnesses that
are most easily and accurately measured in conventional
single-sided reflection geometries are those of least interest
to structural design engineers. Typical elastic wave measure-
ments produce detailed maps of out-of-plane longitudinal
stiffnesses, average laminate shear constants, and even
mixed stiffnesses, such asC13, C23, etc., although these
latter can be difficult to infer accurately.1–7 ~Further back-
ground on this topic can be found in recent reviews.!8,9 This
portion of the stiffness matrix is, however, of relatively little
interest to most designers of composite structure. Of far
greater interest is the longitudinal in-plane stiffness, since
this property controls the effect of tensile and compressive
forces on the laminate structure. Additionally, the laminate
bending stiffness is another useful material property. The
purpose of this article is to report experiments and analytical
modeling on the measurement of in-plane longitudinal stiff-
nesses in several directions in composite laminates.

Prior works performed to deduce in-plane elastic behav-
ior in composites and other plate media fall principally into
two groups: those exploiting point-source/receiver tech-
niques, whether using physical contact or thermoelastic
coupling,10–17 and those where an extended source and re-
ceiver are brought into contact with the plate,18,19,7,20,21A
smaller, third group includes fluid-coupled measurements de-
signed to retain sensitivity to the very high in-plane
stiffness,22–25 These latter are mostly goniometric methods.

The point-source methods, relying on propagation of
rays from transmitter to receiver, generally require a compli-
cated inversion scheme to sort out ray arrivals and recon-
struct elastic stiffnesses from inferred group velocities. This
procedure is not straightforward, especially in an anisotropic
medium, because of the complicated nature of the ray surface

and the need for an elastodynamic Green’s function for the
plate.26 This same difficulty can arise when the source is
extended, although in some of those cases—particularly
those involving ‘‘acousto-ultrasonics’’—a rigorous analysis
of the influence of the extended source/receiver geometry is
often absent. Because the lowest-order symmetric plate
mode along material symmetry axes in a composite plate has
relatively little dispersion at low frequency, a detailed
source/receiver analysis is sometimes not essential if only a
rough estimate of stiffness is desired. We, too, will exploit
this property in the current study. In some of the transducer
contact studies, however, very careful analysis is made of the
effect of an extended source.19,27 The third group of mea-
surements consists of fluid-coupled experiments, configured
to maintain sensitivity to this elastic property.

Phase-matched experiments performed with fluid cou-
pling are sensitive to those elastic stiffnesses that influence
the plate modes to which the incident acoustic beam couples.
The difficulty in assessing the in-plane elastic properties in
fluid-coupled experiments arises for two reasons: the in-
plane stiffnessC11 influences a relatively small portion of the
reflection spectrum~incident angles less than 10°, and be-
cause theC11-sensitive region of the lowest-order symmetric
Lamb modeS0 is nearly nondispersive. Ironically, swept fre-
quency measurements cannot easily sample this portion of
the S0 mode because of its weak frequency dependence. Ei-
ther the frequency must be held constant and the angle
swept,23,24 or a wave number measurement must be
performed.22 The former method relies on a transmission ge-
ometry and is suitable only for laboratory measurements on
coupons. We adopt the latter approach, which is an extension
of our earlier work on air-coupled ultrasonics,28 where the
experimental bandwidth was limited and information was ac-
quired using a synthetic aperture. A preliminary version of
this work has appeared elsewhere.29

For the special case of highly anisotropic media, such as
composite laminates, theS0 phase velocity at low frequency
depends almost exclusively onC11. We designate a generic
inplane stiffness asC11, although we clearly meanany in-

a!Present address: Department of Theoretical and Applied Mechanics, Uni-
versity of Illinois, Urbana, IL 61808-2935. Electronic mail:
lobkis@uiuc.edu
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plane longitudinal stiffness. The exact lay-up geometry of
the laminate under study will determine the effective sym-
metry of the composite and therefore which of the in-plane
stiffnesses are independent and require measurement. The
case is illustrated in Fig. 1. Belowf d'0.5 mm MHz theS0

wave speed is nearly constant and strongly dependent only
on the in-plane stiffness. This fortunate circumstance can be
exploited to infer C11 from a synthetic aperture liquid-
coupled, one-sided reflection measurement.

I. THEORETICAL SUMMARY

For the geometry of the experiment, we assume the
laminate lies in thex1x2 plane with the origin of coordinates
at the center of the plate. Thex3 direction then is normal to
the plane of the laminate. In the typical Lamb wave problem,
tractions are taken to vanish only at the two free laminate
surfacesx356h, whereh is the laminate half-thickness. In
the low-frequency limit, however, the particle motion will be
dominated by in-plane displacements, and thex3 tractions
become negligible by comparison throughout the laminate.
For any of the ply lay-up schemes examined here, we use the
constitutive equations for an orthotropic laminate,

F s11

s22

s33

s23

s13

s12

G53
C11 C12 C13 0 0 0

C12 C22 C23 0 0 0

C13 C23 C33 0 0 0

0 0 0 C44 0 0

0 0 0 0 C55 0

0 0 0 0 0 C66

4 F
e11

e22

e33

2e23

2e13

2e12

G ,

~1!

and adopt a 2-D partial wave analysis for wave motion in the
plate with particle displacement confined to thex1x3 plane

only. For orthotropic media with propagation along a mate-
rial symmetry axis, this assumption is well satisfied. Then,
we have for the stresses,

s135C55S ]u1

]x3
1

]u3

]x1
D'0 ,

~2!

s335C13

]u1

]x1
1C33

]u3

]x3
'0 , x3P@2h,1h#.

Together, these approximate equations imply that relations
exist between thex1 andx3 displacement gradients,

]u3

]x1
52

]u1

]x3
,

]u3

]x3
52S C13

C33
D ]u1

]x1
, ~3!

where again, these relations apply throughout laminate thick-
ness. The linear elastic wave equation foru1 , with wave
motion confined to thex1x3 plane, is

r
]2u1

]t2 5C11

]2u1

]x1
2 1C55

]2u1

]x3
2 1C55

]2u3

]x1]x3

1C13

]2u3

]x3]x1
. ~4!

The results of Eqs.~3! can be inserted into Eq.~4!, eliminat-
ing all but the dependence onu1 and on itsx1 gradient.
Assuming a harmonic time dependence of exp(2ivt), where
v is the angular frequency, the result is a simple differential
equation foru1

2rv2u1'C11

]2u1

]x1
2 2

C13
2

C33

]2u1

]x1
2 , ~5!

that can be solved by substitution in Eq.~5! of the formal
solution u15U1 exp(ijx1), wherej is the x1 wave number,
and U1 is the undetermined amplitude of thex1 displace-
ment. The above derivation is essentially identical to the one
given for waves in a membrane by Landau and Lifshitz.30

Moreover, it is completely equivalent to the low-frequency
limiting behavior of the anisotropic Lamb wave equation for
dilatational waves. The difference is that the calculation
above is much simpler.

The substitution referred to above leads to a condition
on the plate wave speedVpl(5v/j), in terms of the elastic
properties of the laminate,

rVpl
2 5C112

C13
2

C33
. ~6!

The relation in Eq.~6! is particularly fortuitous for compos-
ite laminates, where the elastic anisotropy can lead to ratios
of 8 or 10 betweenC11 and C33, accompanied by propor-
tionately even smaller values ofC13. For the case of a
uniaxial laminate (x1 is the fiber direction! of 65% AS/4
fibers in 3501 epoxy,C11'140 GPa, C13'2.7 GPa, and
C33'10 GPa, the error in ignoring the second term in Eq.~6!
compared to the first is less than 1%. Because of this special
circumstance that occurs only in elastically highly aniso-
tropic media such as composites, where the in-plane stiffness
dominates the elastic matrix, we may takeVpl to be wholly
dependent onC11 with negligible loss of accuracy. In other

FIG. 1. Dispersion curve for theS0 Lamb mode of a uniaxial composite
laminate showing the nearly dispersionless behavior belowf d
'0.5 mm MHz. In a composite this plateau depends almost exclusively on
C11 .
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laminate lay-up configurations, as we shall see below, the
error incurred by neglecting this term can be larger, but es-
sentially never exceeding 10%. The major advantage of this
approach is to simplify the measurement and analysis
greatly. Only a single measurement is sufficient to obtain
accurate in-plane longitudinal elastic stiffness information.

II. MEASUREMENT METHOD

The handy result in Eq.~6! above can be exploited only
if we can find a way to make an accurate local measurement
of the low-frequencyS0 plate wave speed. As we have seen
above, time/frequency domain methods do not yield a sensi-
tive measurement since the mode is nearly dispersionless
~constant velocity with frequency! in the regime of interest.
This means the swept-frequency approach will not work
here. Instead, we take advantage of the spatial spectrum of
the finite-beam transducer over a limited, but information-
rich, zone of the dispersion curve. We construct a synthetic
aperture by performing a spatial scan of the receiver with
respect to the transmitter, as illustrated in Fig. 2, where the
voltage is measured at each of 60 or 80 discrete positions.
The only important criterion is that the step size should be
much less than the guided mode wavelength in the plate
(lpl52pVpl /v). The figure illustrates the transmitter and
receiver~at several positionsxj ) and their rotation to differ-
ent incident angles. The plate and related variables are also
shown.

At the low frequencies we use in this work, this step size
works out to about 1 mm. It is important, however, that all
geometric parameters, other than the transducer separation
parameterx ~shown in Fig. 2! be held constant during the
scan. An example of a stepped scan inx, showing the real
and imaginary parts of the transducer voltage for a uniaxial
composite laminate with an incident angle of 10°, is shown
in Fig. 3. These processed experimental data are the result of
the Fourier transform operation described above. The two
curves are nearly identical except for ap/2 phase shift.

Once the data are acquired, a spatial frequency spectrum
can be constructed from the voltages measured at stepped
values ofx according to

S~u;a!5E
2`

`

V~x;a!exp@2 i ~k f sinu!x#dx, ~7!

or more to the point, because our data are discrete,

S~u;a!5(
j 51

n

V~xj ;a!exp@2 i ~k f sinu!xj #. ~8!

Here,u is the phase-match angle~explained below!, a is the
beam incident angle,x @or xj in Eq. ~8!# is the transducer
separation parameter~shown in Fig. 3!, andk f is the wave
number in the fluid. In acquiring the voltage data it is critical
to preserve the phase information; this task is accomplished
by collecting the entire time-domain signal and performing a
time–frequency Fourier transform on it, extracting only the
particular frequency component of interest. Because the
transducers are reasonably wideband and the signal level is
high, we excite the transmitter with a one-cycle tone burst at
about 1 MHz, giving us some concentration of power in the
frequency band of 0.5 to 2 MHz. All data were acquired with
this excitation. The result at everyxj receiver position is the
term V(xj ;a) in the equations above. The real and imagi-
nary parts of this voltage are illustrated in Fig. 3. The com-
plex voltages for all the positions in the scan are then sub-
jected to a spatial Fourier transform, as indicated in Eqs.~7!
and ~8!.28

The voltage function itself is given by28,31

V~x, f ,a!5 ik f a4E
0

p/22 i`

R~u i !D
T~g!DR~g!

3exp@ ik f~2z0!cosu i

1 ik f~2x01x!sinu i #sinu i du i , ~9!

wherez0 is the vertical distance from the transducers to the
plate, x is the transducer separation, the positionx0

(5z0 tana) is shown in Fig. 3,k f is the sound wave number
in a fluid, a is the radius of the transducers,f is the fre-
quency, anda is the incident angle The reflection coefficient
R(u i ,d,$Ci j* %), is a function of complex viscoelastic mate-
rial properties,DT( ) andDR( ) are the transducer beam di-
rectivity functions. The plate thickness isd, and g is the

FIG. 2. Schematic diagram showing the in-plane property measurement
procedure. The transducer separation parameter isx.

FIG. 3. Receiver position scan performed according to Fig. 2 showing real
and imaginary parts of voltage for a uniaxial composite laminate with an
incident angle of 10°.
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angle between transmitter acoustical axis and each incident
plane-wave direction of propagation in the incident plane,
that isg5u i2a.

The result of this transform operation is dependent on
the transducer beam spread.31 Were the plate to be perfectly
rigid ~unity reflection coefficient!, then the resulting function
S(u;a) would be exactly the spatial beam spectrum, or a
function equivalent to the product of the individual trans-
ducer directivity functions of the transmitter and receiver.
With an elastic plate the plate reflection properties will be
superimposed onto the beam function. In this case, the
guided wave reflection zero gives rise to a sharp decrease in
the functionS(u;a) at the phase-match angle corresponding
to the mode phase velocity through Snell’s law,k f sinu
5v/Vpl . It is from this relationship and Eq.~6! that we ex-
tract our in-planeC11 property information. Depending on
the transducer geometry, the frequency, and the initial esti-
mate ofC11, however, more than one spatial beam scan at
different incident anglesam may be needed to cover the
angular range of interest. In that case, the data for each angle
can simply be summed incoherently over allM values of the
incident angle,28

S~u!5 (
m51

M

S~u,am!, ~10!

obtaining only in the magnitude of theS(u) function.
More typically, and as demonstrated in this article, the

beam parameters can be chosen to minimize the spatial scan-
ning to a single instance, where only one data set suffices to
provide an accurate estimate ofC11. Because the directivity
function of a 9-mm transducer is broadly peaked at low fre-
quency, the angular range of plane waves with sufficient en-
ergy to provide acceptable signal-to-noise ratios can be fairly
large for small probes. As we show below, this aspect of the
measurement also has implications for measurement sensi-
tivity to transducer angle misalignment.

III. RESULTS AND DISCUSSION

In this section we present the results of experimental
measurements and compare them to theoretical predictions
based on the calculations outlined above. We also demon-
strate, with examples of spatial beam scans according to the
method outlined in this article, the in-plane elastic property
estimation and illustrate its capabilities and advantages. To
provide a realistic set of laminates to examine, uniaxial, bi-
axial, and quasi-isotropic lay-ups have been measured and
their in-plane properties estimated. The laminates have all
been produced using hand-lay-up techniques, and their vol-
ume fractions have been independently characterized. The
intrinsic properties of AS/4 fibers and neat 3501-6 resin are
well enough known that we feel confident in the accuracy of
the calculated estimates of the in-plane stiffnesses for these
plates.

Spatial Fourier transforms according to Eq.~8! of data
taken at a single incident anglea510° for a uniaxial
T300/CG-914@0#8 graphite–epoxy laminate are shown in
Fig. 4. The ultrasonic frequency is 1.0 MHz. The overall
behavior in this curve is determined by the transducer geom-

etry and frequency. The broad peak is the combined trans-
ducer directivity function of the two 9-mm radiators. Note
that it shows essentially no sidelobes characteristic of a pis-
ton radiator at 1 MHz. This is because we are measuring the
combined effects of the trasmitterand receiver together, as
discussed by Lobkiset al.31 The result is an effective beam
function that behaves remarkably like a Gaussian beam,
complete with the suppression of sidelobes and essentially
no near-field/far-field boundary.

The dip on the left side of the peak near a phase-match
angle of 9° is caused by the presence of theS0 guided wave
mode, whose reflection zero causes the signal decrease. The
estimate ofC11 ~along the fiber direction! from these data is
142 GPa. The value inferred for this laminate from related,
but rather different experiments, is 145 GPa, which com-
pares favorably with our current measurement, although both
these values are somewhat low when compared to generic
tabular data for a similar material system, T300/5208.32

To verify the in-plane properties homogeneity, one more
X scan has been performed for another position on the plate
surface. The scanner has been shifted to 20 mm in theY
direction and the measurements have been repeated for the
same geometrical setup. Figure 5, which presents the phase-
matched angle of theS0 mode for these two scans versus
frequency, shows that the in-plane elastic properties are not
completely identical. The estimate ofC11 for the second scan
is 147 GPa. It should be noted that the frequency-swept ex-
periments for the same two positions have not revealed any
differences of the measured signals. This example illustrates
the higher sensitivity of the synthetic-aperture technique in
comparison with the frequency-swept measurements for the
in-plane properties determination.

The formalism developed above is generally applicable

FIG. 4. Reflection functionS(u) versus phase-match angle for a uniaxial
@0#8 graphite–epoxy laminate of T300/CG-914. The minimum in the curve
near 9° result from phase-matching incident wave toS0 guided wave mode.
Data are shown fora510°; the rf is 1.0 MHz.
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beyond uniaxial laminates, because at low ultrasonic fre-
quencies (f du1) only the average through-thickness~TT!
properties of the laminate are important in determining the
propagation characteristics. A goal of this work is to demon-
strate that the more complicated, industrially relevant, lay-
ups can also be accurately measured using this method.
Therefore, we have examined a biaxial graphite–epoxy lami-
nate @0,90#3S of AS/4-3501, whose fiber fraction has been
independently characterized by fiber burnoff. The results are
shown in Fig. 6 for 0.5 MHz with scanning in the one of the
axial directions. Here, the clear indication of theS0 mode is
a minimum near 13°.

From lamination theory,32 the in-plane longitudinal stiff-
ness of a biaxial laminate is given by

A115U11~v02v90!U21U3 , ~11!

where theUi are tabulated linear combinations of single-ply
stiffness matrix elements,vf is the volume fraction of fibers
in the f direction, andAIJ is the in-plane property matrix.
For balanced laminates, such as we study here, (v02v90)
vanishes. Using the tabular data~our actual fiber volume
fraction is close to that assumed in the table!, we obtain an
estimate of 73.9 GPa. This result is quite close to our mea-
sured value of 71.3 GPa, although in this case the ratio of
C13

2 /C33 is a larger fraction ofC11 than for the uniaxial lami-
nate and can be expected to increase the systematic error.
The absolute size of the out-of-plane normal stiffnessC33 for
a given material system does not, of course, change with
lay-up sequence.

The last example is perhaps the most ubiquitous lay-up
sequence, since it approximates the familiar properties of
monolithic structural materials. The stacking sequence of
@0,145,245,90#2S leads to in-plane properties that are ap-
proximately isotropic, and this sequence is called quasi-
isotropic. In this case, the value ofC13 may be slightly larger

andC13
2 /C33 will be proportionately larger thanC11, which

is decreasing as the fibers become distributed in several di-
rections. Nonetheless, the intrinsic stiffness ratios are large
enough that the error in ignoring theC13 contribution will
still generally be acceptable for engineering estimates.

Figure 7 shows the summed results at 0.5 MHz for three
measurements at incident angles ofa514°, 15°, and 16°.

FIG. 5. TheS0 mode phase-match angle for a uniaxial@0#8 graphite–epoxy
laminate of T300/CG-914 versus frequency for two positions on the plate
surface.

FIG. 6. Reflection functionS(u) versus phase-match angle for a biaxial
@0,90#3S graphite–epoxy laminate of AS/4-3501. The minimum in the curve
near 13° is the result of phase matching of the incident wave to theS0

guided wave mode. Data are shown summed fora511°, 12°, and 13°. The
frequency is 0.5 MHz.

FIG. 7. Reflection functionS(u) versus phase-match angle for a quasi-
isotropic @0,145,245,90#2S graphite–epoxy laminate of AS/4-3501. The
minimum in the curve near 14.8° is the result of phase matching of the
incident wave to theS0 guided wave mode. Data are shown summed for
a514°, 15°, and 16°. The frequency is 0.5 MHz.
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The material system is again AS/4-3501. Here, the sharp
minimum is near a phase-match angle of 14.8°, leading to an
experimental determination ofC11 of 54.9 GPa. This value
is, in fact, about 10% different from the estimate of lamina-
tion theory,A11559.7 GPa. But, such an outcome might be
expected, since we consciously ignore the contribution to
C11 of C13

2 /C33, although this term should still be small.
Another possibility is that the ply angles in the lay-up se-
quence are not precise, leading to variations in the in-plane
stiffness. It would be possible, in principle, to improve the
in-plane stiffness estimate; it is necessary, however, to know
in advance the laminate stacking sequence. This information
is almost always available for manufacturing inspections.

Finally, let us consider the robustness of the procedure.
To show that neither the precise choice of angle, nor the
exact equality between transmitter angle and receiver angle
are critical to reproducible results, we present in Fig. 8 the
results of several scans performed on the uniaxial specimen.
The different curves ofS(u) are shown individually and not
summed for transmission and reception at 8°, 9°, and 10°, as
indicated in the figure legend. The data recorded as the wide-
dash curve, however, have been acquired with the transmitter
at 9° and the receiver at 10°. In all cases the minimum is
reproducibly located at the angle used to derive the estimate
of 142 GPa from Fig. 4 above. This important result implies
that our method has significant application potential in the
industrial environment, where precise transducer alignments
are not always feasible.

IV. CONCLUSIONS

The method outlined in this article is a simple, effective
means to infer the in-plane elastic properties of all kinds of
composite laminates. We have demonstrated the utility and

reproducibility of our method on uniaxial, biaxial, and quasi-
isotropic laminates, and find in each case acceptable agree-
ment with estimates from lamination theory. The method is
based on the fundamental assumption of a dominant in-plane
stiffness over other related stiffnesses. In cases of techno-
logical significance, this assumption will likely be well sat-
isfied. Consequently, such an estimate of in-plane stiffness as
a parameter to assure postmanufacture and in-service quality
can be quite useful.
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Acoustic wave motion along a narrow cylindrical duct
in the presence of an axial mean flow and temperature gradient
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A numerical solution is presented to the problem of nonisentropic acoustic wave motion in a circular
capillary tube in the presence of both axial mean flow and a background axial temperature gradient.
The effects of the radial components of the acoustic velocity are included in the analysis. The main
application area is in the study of the acoustic effects of catalytic converters. The solution makes use
of a series expansion and is valid for small relative changes in the background temperature, which
are typical of this application area. Various solutions to the problem have been obtained previously,
using different simplifications to the complete problem which is considered here. It is shown that
each of the simplifications results in errors for the predicted attenuation of at least 20 dB/m, using
conditions typical for catalytic converters. In particular, the isentropic assumption is shown to be
invalid. © 2000 Acoustical Society of America.@S0001-4966~00!03502-5#

PACS numbers: 43.20.Hq, 43.20.Mv, 43.20.Bi@ANN#

LIST OF SYMBOLS

a speed of sound
cp ,cv specific heats
f,g nondimensional steady flow variables
i A21
k mean wave number,vL/ā
K thermal conductivity
L half-length of the duct section with a temperature

gradient
M Mach number of the steady flow
p pressure
Q steady-state heat generation per unit volume
r radial coordinate
R radius of a capillary tube
Re mean Reynolds number of the steady flow,

r̄M̄ āR/m̄
R0 gas constant
s mean shear wave number,s5RAr̄v/m̄
t time
T temperature
u axial velocity
v radial velocity

x axial coordinate
a linearization parameter
g cp /cv

G dimensionless axial wave number
h r /R
m dynamic viscosity
r density
s2 mean Prandtl number,m̄cp /K
t temperature change parameter
v radian frequency
j x/L

Subscripts

0,1,2 zeroth-, first-, and second-order terms int
A,B,C zeroth-, first-, and second-order terms inj, of the

first-ordert solution

Superscripts

2 value of a variable atj50
; dimensioned variable
8 acoustic fluctuation~dimensionless!

INTRODUCTION

Although the prime purpose of a catalytic converter is to
reduce the levels of noxious gases emitted into the atmo-
sphere from an engine’s exhaust duct, it also has a small but
noticeable effect upon the acoustic performance of the ex-
haust system. An acoustic model of the entire exhaust system
must therefore include a representative model of the acoustic
effect of a catalytic converter. The exhaust gas flow from a
multicylinder engine may be considered as the sum of a

steady flow component and an unsteady flow component, the
sound. Thus within a catalytic converter, one can consider
the acoustic waves as being convected by the steady flow,
see Fig. 1. The catalyst, with which the pores of a catalytic
converter are coated, creates an exothermic reaction within
the gas flowing through the pores, as oxygen is stripped from
the nitrous oxides and is used to completely burn the carbon
dioxide and the hydrocarbons. This exothermic reaction
causes a very rapid increase with distance in the steady,
background value of the gas temperature. Experiments have
shown that a temperature increase of the order of 100 °C
occurs within the first 10–20 mm of axial distance along the

a!Present address: Department of Mechanical Engineering, Brunel Univer-
sity, United Kingdom.
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capillary pore, which typically has a total length of 150 mm.
The temperature after the first 20 mm is virtually constant, as
is the temperature throughout any further bricks downstream
of the first. Thus the temperature gradient is very localized,
but of such a magnitude that its effect may be significant.

From an acoustic viewpoint, therefore, the catalytic con-
verter is an element within which the acoustic pulsations
from the exhaust ports are convected by a mean flow through
capillary tubes and, over a short entry region, are subjected
to large increases in mean temperature resulting from the
exothermic reaction.

Analytical solutions for the acoustic wave propagation
through cylindrical capillary tubes in which the background
medium is stationary and isothermal have been obtained for
both isentropic1 and nonisentropic2 cases. Variational/
numerical solutions in which the acoustic waves are con-
vected by an isothermal, fully developed laminar mean flow,
for both isentropic and nonisentropic cases, were developed
later.3–6 It has been shown that results for tubes of circular
cross section are a close approximation to those for tubes of
other cross sections with the same hydraulic mean radius.7 It
has also been demonstrated that inclusion of the radial com-
ponent of the acoustic velocity within the analysis has a
small but observable effect upon the wave attenuation.6

A numerical solution to the problem of acoustic wave
motion along a cylindrical capillary duct in the presence of
an axial temperature gradient has been presented previously,8

but for the convected wave case it was assumed that the
acoustic fluctuations were isentropic. More recently, an ana-
lytical solution to this problem has been developed,9 but in
addition to the isentropic assumption it was also restricted to
convection by a steady flow of very low Mach number, and
also radial components of the acoustic velocity were ignored.

An analytical solution to the problem of nonconvected
wave motion in capillary tubes in the presence of an axial
temperature gradient has also been found.10 In this case it
was possible to use the complete nonisentropic equations and
to retain radial velocity components. Results were given
which compared the wave attenuation in the isentropic and
nonisentropic cases. It was shown that the differences in-
creased with increasing temperature gradient and shear wave
number and were greater for the forward-going than for the
backward-going wave. For temperature gradients appropriate
to catalytic converters, and shear wave numbers correspond-
ing to frequencies of 0–2 kHz, it was shown that differences
in attenuation of 20 dB/m were commonplace for both
waves, and in the worst cases for the forward wave were as
high as 50 dB/m. The effect of the temperature gradient was
to greatly increase the magnitude of the error caused by the

isentropic assumption, but also to make the error less uni-
form with respect to the shear wave number. The conclusion
is that for wave motion in the presence of a temperature
gradient, the isentropic assumption is so poor as to render the
results invalid.

In this paper, we consider convected, nonisentropic,
acoustic wave motion through a capillary tube of circular
cross section in which there is a large, constant gradient of
background temperature. Radial components of the acoustic
velocity are included. The steady flow Mach number is re-
stricted to some degree, because the steady flow is assumed
to be incompressible, but it can sensibly be as high as 0.3, a
value which would never be exceeded in catalytic converter
applications. This is in contrast to the analytical, isentropic
solution,9 which uses a low-order expansion in the Mach
number and becomes noticeably inaccurate as its value ap-
proaches 0.1. In common with earlier works,8–10 the analysis
in this paper makes use of an order expansion in the tem-
perature change parameter, defined as the temperature in-
crease divided by twice the mean temperature. A catalytic
converter typically operates at 1000 °K with a temperature
increase of 100 °K over 10–20 mm. Thus although the tem-
perature gradient is very large, the temperature change pa-
rameter is only 0.05–0.1. In common with all of the earlier
works which consider convected acoustic waves, the steady
flow is here assumed to be laminar and fully developed. The
Reynolds number in catalytic converter applications is low
enough for the assumption of the laminar flow to be valid.
The assumption of fully developed flow8–10 is of greater con-
cern, since the large temperature gradients which are being
considered actually occur within about the first 10–20 diam-
eters of flow entry, and thus the developing flow region is a
significant proportion of the full domain under consideration.
This is an area which might be worthy of further study.

I. GOVERNING EQUATIONS

The equations of continuity, momentum, and energy for
axisymmetric flow of a homogeneous gas through a narrow
cylindrical duct can be written as3
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The gas is assumed to obey the equation of state for an ideal
gas, namely

p̃5 r̃R0T̃. ~5!

FIG. 1. A section through a two-brick catalytic converter.
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A linear change in the steady-state temperatureTs is as-
sumed to occur over a length 2L of duct, such that

Ts~j!5~11tj!T̄, 21<j<1, ~6!

wheret is a constant, the temperature change parameter. The
fluid variables are now expanded as the sum of a steady-state
component and a small harmonic acoustic fluctuation, in the
form

r̃5 r̄@~12tj!1ar8~j,h!eivt#, ~7!

ũ5ā@M̄ ~11tj! f ~h!1au8~j,h!eivt#, ~8!

ñ5
āR

L
@01an8~j,h!eivt#, ~9!

p̃5 p̄@11M̄2g~j!1ap8~j,h!eivt#, ~10!

and

T̃5T̄@~11tj!1aT8~j,h!eivt#, ~11!

wherea!1.

A. Steady flow solution

It remains to be shown that the steady flow terms as-
sumed in Eqs.~7!–~11! are consistent with the governing
equations~1!–~5!. The equations of continuity and state are
satisfied9 if terms of O@t2#!1 and O@M̄2g(j)#!1. The
steady rate of heat release,Q(x,r ), from the exothermic re-
action in the pore of the catalytic converter, has a distribution
which gives rise to the assumed linear change in the steady-
state temperature, such that the steady-state form of the en-
ergy equation is satisfied. Finally the axial momentum equa-
tion reduces to

t f 252
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With reference to the properties of gases, it is assumed that
the variation of absolute viscosity with temperature is of the
form m5m̄(11tj/2) and that the ratio of specific heats is
essentially invariant with temperature. The variation of vis-
cosity with temperature was wrongfully ignored in the earlier
isentropic analysis. Consider a series solution of Eq.~12! in
terms of the temperature change parametert, with

f ~h!5 f 0~h!1t f 1~h!1t2f 2~h!1..., ~13a!

g~j!5g0~j!1tg1~j!1t2g2~j!1... . ~13b!

Equation~12!, written to zeroth- and first-order terms int,
respectively, gives
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The solutions to Eqs.~14a! and ~14b! which satisfy the no-
slip condition at the wall are

f 052~12h2!, ~15a!

dg0 /dj528g/@Re~R/L !# ~15b!

and
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9
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dg1 /dj522g212gj/@Re~R/L !#, ~16b!

where the zeroth-ordert solution of Eq.~15! is simply that
of Poiseuille flow.

B. Acoustic equations

The linearized acoustic equations follow from substitu-
tion of Eqs.~7!–~11! into Eqs.~1!–~5!, with retention of only
first-order terms ina, to give
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and

p85~12tj!T81~11tj!r8. ~21!

The acoustic variables are written in series expansions oft as
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C. Acoustic equations of zeroth order in t

When the series expansions of Eqs.~13! and ~22!–~26!
are substituted into Eqs.~17!, ~18!, and ~20! and only the
terms of zeroth order int are retained, then the continuity,
axial momentum, and energy equations can be written as

1

h

d

dh
~hn0!5g~ i /G1M̄ f 0!~T021!2Gs2u0 , ~27!

1

h

d

dh S h
du0

dh D2s2~ i 1M̄ f 0G!u0511M̄
d f0

dh
n0 , ~28!

and

1

h

d

dh S h
dT0

dh D2s2s2~ i 1M̄ f 0G!T0

5S g21

g Ds2s2F8M̄G
d

dh
~hu0!2~ i 1M f 0G!G , ~29!

respectively, where Eq.~21! has been used to eliminate the
density.

D. Acoustic equations of first order in t

When the series expansions of Eqs.~13! and ~22!–~26!
are substituted into Eqs.~17!, ~18!, and ~20! and only the
terms of first order int are retained, then the continuity, axial
momentum, and energy equations can be written as

1

h

]

]h
~hn1!5gH S i

G
1M̄ f 0D ~T12p1!2M̄ f 0j

1
M̄ f 0

kG F d

dj
~T12p1!2T0G2

i jT0

G

1M̄ f 1~T021!J
1s2F S u02

]u1

]j D Y k2Gu1G , ~30!

1

h

]

]h S h
]u1

]h D2s2~ i 1M̄ f 0G!u1

5Fp11
1

kG

dp1

dj G1M̄ S d f1

dh
n01

d f0

dh
n1D

1s2F M̄ f 0

k S u01
]u1

]j D1~M̄ f 1G2 i j!u0G
2

j

2h

d

dh S h
du0

dh D , ~31!

and

1

h

]

]h S h
]T1

]h D2s2s2~ i 1M̄ f 0G!T1

5S g21

g Ds2s2H 8M̄G
]~hu1!

]h
2~ i 1M̄ f 0G!p1

2
M̄ f 0

k

dp1

dj
1M̄GF12j

d~hu0!

dh
2j f 02 f 1

22
d f1

dh

du0

dh
2

u0

h

d

dh S h
d f1

dh D G J
2

j

2h

d

dh S h
dT0

dh D1s2s2F M̄ f 0

k S 12T01
]T1

]j D
1~M̄ f 1G2 i j!T01

Gs2

kg
u0G , ~32!

respectively, where once again Eq.~20! has been used to
eliminate the density.

II. SOLUTION OF THE ACOUSTIC EQUATIONS

A. Solution of the equations of zeroth order in t

It is assumed that the walls of the duct are rigid and that
they have a much greater thermal conductivity than the fluid.
Since these boundary conditions are valid in the limitt
→0, it follows that

u05n05T050 at h51, ~33!

and, from symmetry considerations on the center line,

]u0 /]h5n05]T0 /]h50 at h50. ~34!

The zeroth-order equations~27!–~29! and the above bound-
ary conditions are exactly those considered by Jeong and Ih6

and the following scheme for solution is only a slight adap-
tation of the one they proposed:

~i! A guess is made for the value of the propagation con-
stantG and the distribution of the radial velocity com-
ponentn0 .

~ii ! The axial momentum equation~28! is solved by a
fourth-order Runge–Kutta shooting method for the
axial velocity profileu0 , and then the energy equation
~29! is solved in a similar way for the temperature
profile T0 .

~iii ! An integral form of the continuity equation~27!,
namely

i^T0&1M̄G^f0T0&2~i1M̄G!2G2s2^u0&/g50, ~35!

is then used to find a better approximation toG. @The
notation ^h(h)&52*0

1hh(h)dh is used throughout
for the cross sectionally averaged value of a general
function h(h).#

~iv! A better approximation to the radial velocity profile is
then obtained by numerically integrating, by Simp-
son’s rule, the continuity equation~27!, which can be
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rwritten as

n05
g

Gh E
0

h
h@~i1M̄f0G!~T021!2G2s2u0 /g#dh. ~36!

~v! Steps~ii ! to ~iv! are repeated iteratively until conver-
gence is obtained.

B. Solution of the equations of first order in t

Solutions of the form

p15pA1pBj1pCj2,

u15uA~h!1juB~h!1j2uC~h!,
~37!

n15nA~h!1jnB~h!1j2nC~h!,

T15TA~h!1jTB~h!1j2TC~h!,

are sought, wherepA , pB , andpC are constants. Substitution
of these expressions into Eqs.~29! and ~30!, followed by
separation of the zeroth-, first-, and second-order terms inj,
leads to a set of continuity, momentum, and equations for the
zeroth-order terms inj,

1

h

d

dh
~hnA!5gH S i

G
1M̄ f 0DTA1

M̄ f 0

kG
~TB2pB2T0!

1M̄ f 1~T021!J 2s2@GuA1~uB2u0!/k#,

~38!

1

h

d

dh S h
duA

dh D2s2~ i 1M̄ f 0G!uA

5
pB

kG
1M̄ S d f1

dh
n01

d f0

dh
nAD1

M̄ f 0s2

k
~u01uB!

1M̄ f 1Gs2u0 , ~39!

1

h

d

dh S h
dTA

dh D2s2s2~ i 1M̄ f 0G!TA

5S g21

g Ds2s2H 8M̄G
d~huA!

dh
2

M̄ f 0

k
pB

1M̄G F2 f 122
d f1

dh

du0

dh
2

u0

h

d

dh S h
d f1

dh D G J
1s2s2F M̄ f 0

k
~12T01TB!1M̄ f 1GT01

Gs2

kg
u0G ,

~40!

the first-order terms inj,

1

h

d

dh
~hnB!5gH S 1

G
1M̄ f 0D ~TB2pB!2M̄ f 0

1
2M̄ f 0

kG
~TC2pC!2 iT0 /GJ

2s2@GuB12uC /k#, ~41!

1

h

d

dh S h
duB

dh D2s2~ i 1M̄ f 0G!uB

5pB1
2pC

kG
1M̄

d f0

dh
nB1

2M̄ f 0s2uC

k
2 is2u0

2
1

2h

d

dh S h
du0

dh D , ~42!

1

h

d

dh S h
dTB

dh D2s2s2~ i 1M̄ f 0G!TB

5S g21

g Ds2s2H 2 ipB2M̄ f 0GS pB111
2pC

kG D
18M̄GFd~huB!

dh
1

3

2

d~hu0!

dh G J
2s2s2S iT022

M̄ f 0

k
TCD 2

1

2h

d

dh S h
dT0

dh D , ~43!

and the second-order terms inj,

1

h

d

dh
~hnC!5g~ i /G1M̄ f 0!~TC2pC!2Gs2uC , ~44!

1

h

d

dh S h
duC

dh D2s2~ i 1M̄ f 0G!uC5pC1M̄
d f0

dh
nC , ~45!

1

h

d

dh S h
dTC

dh D2s2s2~ i 1M̄ f 0G!TC

5S g21

g Ds2s2H 8M̄G
d~huC!

dh
2~ i 1M̄ f 0G!pCJ . ~46!

The boundary conditions on all of the first-order variables
are exactly the same as for the respective zeroth-order vari-
ables, as given in Eqs.~33! and~34!. Thus from comparison
of Eqs.~44!–~46! with Eqs.~27!–~29!, it follows that

uC /pC5u0 , TC /pC5T0 , nC /pC5n0 . ~47!

Integral forms of the continuity equations~38! and ~41! can
now be written as

gH i

G
^TA&1M̄ ^ f 0TA&1

M̄

kG
~^ f 0TB&2pB2^ f 0T0&!

1M̄ ^ f 1T0&J 5s2@G^uA&1~^uB&2^u0&!/k# ~48!

and

2pC

kG
@Gs2^u0&2M̄g~^ f 0TC&21!#

5gH i

G
~^TB&2pB!1M̄ ~^ f 0TB&2pB!2M̄2 i ^T0&/GJ

2s2G^uB&. ~49!

The following iterative solution scheme has been used.
The shear wave numbers and the temperature change param-
eter t are specified, together with the choice of forward- or
backward-going wave. Solutions are found under these con-
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ditions for a range of Mach numbers of the mean steady
flow, up to a specified maximum and increasing by a speci-
fied increment. Since the steady flow is assumed to be in-
compressible, it would be unwise to exceed a maximum
Mach number of 0.3. An increment of 0.05 or less has al-
ways been found to result in convergent solutions. The itera-
tive solution proceeds as follows:

~i! The Mach number is set to zero. The analytical solu-
tion for this case10 is then found, to give initial values
for the propagation constantG, the complex constants
pB and pC , and the radial velocity distributionn0 .
The radial velocity distributionn1 and n2 are set to
zero.

~ii ! The Mach number is incremented and the zeroth-
order t solution is found as stated in Sec. II A.~For
the first increment, the initial guessed values of the
propagation constantG and the radial velocity distri-
bution n0 are taken from~i!, the analytical solution

for M̄50. For subsequent increments of the Mach
number, the initial guessed values are those from the
previous step.!

~iii ! The axial momentum equation~39! is solved by a
Runge–Kutta shooting method for the axial velocity
profile uA , and then the energy equation~40! is
solved in a similar way for the temperature profile
TA .

~iv! The energy equation~43! is solved by a Runge–Kutta
shooting method for the temperature profileTB .

~v! Substitution for̂ uB& from Eq.~48! into Eq.~49! now
allows for solution ofpC from Eq. ~49!.

~vi! The axial momentum equation~42! is solved by a
Runge–Kutta shooting method for the axial velocity
profile uB .

~vii ! The radial velocity distributionsn1 andn2 are evalu-
ated by numerically integrating Eqs.~38! and~41! us-
ing Simpson’s rule.

~viii ! The residual of Eq.~48! is evaluated. The error results
from the fact that the value ofpB which was assumed
throughout steps~iii ! to ~viii ! is incorrect. Let this
value be termedpB0 , say.

~ix! Steps~iii ! to ~viii ! are repeated for eight further values
of pB , namelypB5pB06h6 ih, for a chosen mesh
sizeh.

~x! The residual evaluated at step~viii ! will have a least
value for one of the trial values ofpB , saypB5pB0

1mh1 inh, wherem,n521,0 or 11. If m5n50,
(pB5pB0), gives the least error, the intervalh is
halved. The value ofpB corresponding to the least
resultant error is used for the next step of the iteration.

~xi! Steps~iii ! to ~x! are repeated until convergence to the
desired accuracy has been achieved.

~xii ! Steps~ii ! to ~xi! are repeated for each Mach number
value.

~xiii ! Steps~i! to ~xii ! are repeated for each shear wave
number.

At steps ~iii !, ~iv!, and ~vi!, a fourth-order Runge–Kutta
method was used. When solving for a given variablef (h),

say, the shooting scheme involved using two separate
guesses forf (0), namely f (0)50 and 1, evaluating the re-
sultant value off (1) in each case, and then using linear
interpolation to find the required value off (0) to satisfy the
known boundary conditionf (1).

Convergence to five significant figure accuracy of the
zeroth-ordert solution, step~ii !, occurs in the order of ten
iterations. Convergence to five significant figure accuracy of
the first-ordert solution, step~xi!, occurs in the order of 100
iterations. The iteration was slowest at very low shear wave
numbers. The scheme given above was found to converge
stably in all cases, unlike alternative procedures which have
been attempted. In particular, it should be noted that attempts
to specify the Mach number and then iterate on the shear
wave number, a seemingly simpler alternative to the process
given above, have proved unsuccessful in that convergence
was not always obtained.

III. RESULTS

The average attenuation of the pressure wave is defined
here as

Attenuation5$20 log10@p~j571!/

p~j561!#%/2L @dB/m#,

which can be rewritten as

Attenuation578.686~v/ā!Re$G1tpB /k% @dB/m#,

where the upper sign relates to the forward-going wave. All
of the results in Figs. 2–5 refer to nonisentropic solutions
derived from the numerical scheme presented above. Figures
2 and 3 show results for nongeneral cases, and have been
found to be identical to results from earlier solutions to these
simplified problems. These results, which show the influence
of convective flow and a temperature gradient separately, are
useful for comparison with the results of Figs. 4 and 5, where

FIG. 2. Attenuation of convected waves with constant background tempera-

ture,t50. —— M̄50; •••••••••••••• M̄50.1, forward; -----M̄50.2, for-

ward; –-–-–M̄50.1, backward;• • • • M̄50.2, backward.
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both effects are considered concurrently. They also formed
basic checks on the numerical scheme and gave an indication
of the required step sizes to be used in the Runge–Kutta
algorithms.

Figure 2 shows results for attenuation with varying shear
wave number for the case of zero temperature gradient,t

50. For a Mach numberM̄50, the result is that of the
analytical solution,2 while in the convected cases the results
follow from the earlier numerical solution.6 In particular it is
seen that the attenuation of the forward wave is decreased by
flow convection and the attenuation of the backward wave is
correspondingly increased. In both cases, the effect increases
with increasing shear wave number.

Figure 3 shows results for attenuation with varying shear
wave number for the case of zero Mach numberM̄50. Once
again, for a zero temperature gradient,t50, the result is that

of the analytical solution,2 while for nonzero temperature
gradients the results are those of the later analytical
solution.10 In contrast to the effects of flow convection, it is
seen that the influence of a temperature gradient is greatest at
low shear wave numbers, where the effect is to reduce the
attenuation of the forward wave and increase the attenuation
of the backward wave. At higher shear wave numbers the
influence is less noticeable and the effect is reversed, in that
the attenuation of the forward wave is increased while that of
the backward wave is reduced. The attenuation of the for-
ward wave at low shear wave numbers is highly negative,
i.e., the sound is amplified rather than attenuated. Low shear
wave numbers correspond to low frequencies and it would
appear that the background temperature increase feeds en-
ergy into the acoustic wave, through excess dilation, and that
this process occurs fast enough to dominate over viscous

FIG. 3. Attenuation of unconvected waves,M̄50, with a background tem-
perature gradient.~a! Forward-going waves,~b! backward-going waves,t
50; •••••••••••••• t50.05; ----- t50.1.

FIG. 4. Attenuation of convected waves with a background temperature
gradient, t50.05. ~a! Forward-going waves,~b! backward-going waves,

—— M̄50; •••••••••••••• M̄50.1; ----- M̄50.2.
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dissipation when the wave is slowly changing, i.e., for low
frequencies.

Figures 4 and 5 show results for attenuation with vary-
ing shear wave number when both flow convection and a
temperature gradient are present simultaneously. Figure 4 is
for the case when the temperature change parametert
50.05 and Fig. 5 is fort50.1. The latter may be regarded as
the maximum value which is ever encountered in catalytic
converter applications. In both cases, the curves forM̄50
are identical to those of the analytical solution.10 The same
general remarks are valid for both figures. The general form
of the attenuation curves remains the same as that for the
unconvected case of the same temperature gradient, i.e., the
effect of the temperature gradient is dominant. The basic
effect of flow convection remains the same whether or not
there is a background temperature gradient. Thus the attenu-

ation of the forward wave is reduced, i.e., at low shear wave
numbers there is a further increase of amplification, and the
attenuation of the backward wave is increased by flow con-
vection. The influence of flow generally becomes greater
with increasing shear wave number, for both forward and
backward waves, but this effect only becomes uniform at
high shear wave numbers, especially for the forward wave.

A comparison of attenuation results with8 and without
the use of the isentropic assumption is shown in Fig. 6, con-
trasting the differences in the absence of flow convection and
a temperature gradient,t50, M̄50, with those when both
effects are present,t50.1, M̄50.1. In the latter case, for the
forward wave, the isentropic assumption is seen to result in
very large errors at moderate to high shear wave numbers.

FIG. 5. Attenuation of convected waves with a background temperature
gradient,t50.1.~a! Forward-going waves,~b! backward-going waves, ——

M̄50; •••••••••••••• M̄50.1; ----- M̄50.2.
FIG. 6. Comparison of wave attenuation with and without the isentropic
assumption.~a! Forward-going waves,~b! backward-going waves,t50,

M̄50: —— isentropic;•••••••••••••• nonisentropic;t50.1, M̄50.1: -----
isentropic; -•-•-•- nonisentropic.
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The errors are even greater than those observed for the un-
convected case with a temperature gradient.10 In contast, the
errors on the backward wave are much smaller, but nonuni-
form with respect to shear wave number. The same nonuni-
formity was observed in the unconvected case,10 but the
magnitude of the discrepancy was larger in that case. Thus
the effect of flow is to increase the error introduced by the
isentropic assumption for the forward wave and to reduce it
for the backward wave.

The numerical solution does, of course, yield complete
details of all aspects of the wave propagation. In particular,
results for the phase speed ratio, the radial profiles of axial
velocity, temperature and radial velocity, and the axial varia-
tion of pressure, velocity, and temperature, can be deter-
mined. Detailed results are not presented here, since they
have already been given for the unconvected case10 and the
zero temperature gradient case,6 and the same general re-
marks for the combined case as given in the above discus-
sion of attenuation remain valid. Thus in all cases the two
separate effects are seen to add in a rational manner, without
any surprising interactive effects.

IV. CONCLUSIONS

A numerical solution for nonisentropic, convected
acoustic wave propagation along a capillary tube in the pres-

ence of a linear increase of steady-state temperature has been
developed. A convergent iterative routine for solution has
been established, although in certain circumstances the rate
of convergence is extremely slow. The isentropic assumption
results in very large errors, particularly for the forward wave,
and must be deemed invalid when there is a background
temperature gradient, whether or not the waves are con-
vected by a steady flow. The effect of a temperature gradient
dominates over the effect of flow convection at low shear
wave numbers. Both effects are of similar magnitude at
higher shear wave numbers. For accurate analysis of the
problem, it is vital that both effects are considered simulta-
neously and that the isentropic assumption is not utilized.
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Acoustic hybrid junction in a rectangular waveguide
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Acoustic scattering from a hybrid junction in a rectangular waveguide is studied. The Fourier
transform and mode matching is used to represent the scattered wave and the simultaneous
equations for the modal coefficients are formulated. A residue calculus is utilized to obtain a
solution to the simultaneous equations in fast-converging series. Numerical computations are
performed to show the behavior of transmission in terms of junction geometry and operating
frequency. The utility of acoustic hybrid junction is discussed in terms of its decoupling
characteristics. ©2000 Acoustical Society of America.@S0001-4966~00!05803-3#

PACS numbers: 43.20.Mv@ANN#

INTRODUCTION

The electromagnetic hybrid junction in a rectangular
waveguide~magic-T! has been widely used as a microwave
passive component~duplexer! due to its decoupling charac-
teristics between theE-plane andH-plane arms. The decou-
pling characteristics of the electromagnetic hybrid junction
was extensively studied and well understood.1 It would be
interesting to examine if such a decoupling behavior exists in
a similar hybrid junction for acoustic waves. In this paper,
we propose an acoustic hybrid junction~see Fig. 1! and in-
vestigate its transmission and reflection characteristics to as-
sess its utility as an acoustic passive element. The theoretical
technique to analyze the scattering behavior of hybrid junc-
tion is based on the Fourier transform/series and mode
matching as used in Ref. 2. A residue calculus is utilized to
represent the scattered field in rigorous series which is ame-
nable to numerical computation. In the next two sections, we
discuss scattering from the hybrid junction consisting of a
hard and soft surface, respectively. The notations used in the
paper closely follow those in Ref. 2.

I. HARD-SURFACE HYBRID JUNCTION

Consider a hybrid junction in a rectangular waveguide
consisting of a hard surface~surface boundary condition:
¹F•n̂50,n̂: unit normal to the surface! in Fig. 1. In region
~I! (0,x,a,0,z,b), an incident field~velocity potential!
F1

i , propagating alongy direction, impinges on a junction.
The velocity potentialF satisfies the Helmholtz equation
(¹2F1k2F50). The wave number isk (5v/c, v: angu-
lar frequency,c: sound speed! and ane2 ivt time-harmonic
convention is suppressed. In region~I! the total field is a sum
of the incident and scattered components

F1
i ~x,y,z!5cos~A1x!cos~B1z!eib1y, ~1!

F2
i ~x,y,z!5cos~A2x!cos~B2z!e2 ib2y, ~2!

F I~x,y,z!5
1

2p E
2`

`

(
m50

`

@Ãm~z!cos~kmx!cos~bmz!

1B̃m~z!cos~amx!cos~hmz!#e2 i zy dz, ~3!

where A15ap/a, B15mp/b, b15Ak22A1
22B1

2, A2

5rp/a, B25np/b, b25Ak22A2
22B2

2 (a,m,r,n
50,1,2,...,), am5mp/a, bm5mp/b, km5Ak22z22bm

2 ,
and hm5Ak22z22am

2 . Note that the Fourier transform of
F I(x,y,b) is *2`

` F I(x,y,b)ei zy dy given by (m50
` @Ãm(z)

3cos(kmx)(21)m1B̃m(z)cos(amx)cos(hmb)#.
In region~II ! (0,x,a,2w/2,y,w/2,b,z), the inci-

dent and transmitted fields through port 3 are

F3
i ~x,y,z!5cos~A3x!cosW3S y1

w

2 De2 ib3z, ~4!

F II~x,y,z!5 (
p50

`

(
q50

`

apq cos~apx!coswqS y1
w

2 Dei jpqz,

~5!

where A35fp/a, W35tp/w, b35Ak22A3
22W3

2 (f,t
50,1,2,...,),wq5qp/w, andjpq5Ak22ap

22wq
2.

In region~III ! (a,x,2g/2,y,g/2,0,z,b), the inci-
dent and transmitted fields through port 4 are

F4
i ~x,y,z!5cosG4S y1

g

2D cos~B4z!e2 ib4x, ~6!

F III ~x,y,z!5 (
p50

`

(
q50

`

bpq cosgpS y1
g

2D cos~bqz!eigpqx,

~7!

where G45cp/g, B45xp/b, b45Ak22G4
22B4

2 (c,
x50,1,2,...,),gp5pp/g, andgpq5Ak22gp

22bq
2.

We use the boundary conditions on the field continuities
at z5b andx5a to find the unknown modal coefficientsapq

and bpq . Enforcing the velocity continuity condition at
z5b givesa!Electronic mail: hjeom@ee.kaist.ac.kr
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]@F1
i ~x,y,z!1F2

i ~x,y,z!1F I~x,y,z!#

]z
U

z5b

55
]@F3

i ~x,y,z!1F II~x,y,z!#

]z
U

z5b

for 0,x,a, uyu,w/2,

0 otherwise.

~8!

Taking the Fourier transform of~8! results in

2(
m

`

B̃m~z!hm cos~amx!sin~hmb!

52b3z cos~A3x!Ft
w~z!e2 ib3b

1(
p

`

(
q

`

apqjpqz cos~apx!Fq
w~z!ei jpqb, ~9!

where

Fq
w~z!5

~21!qei z w/22e2 i z w/2

z22wq
2 . ~10!

Multiplying ~9! by cos(amx) and performing integration with
respect tox from 0 to a yields

B̃m~z!5
zb3

hf sin~hfb!
Ft

w~z!e2 ib3b

2 (
q50

`

amq

zjmq

hm sin~hmb!
Fq

w~z!ei jmqb. ~11!

Similarly, taking the Fourier transform of the velocity conti-
nuity condition atx5a, multiplying cos(bmz) and perform-
ing integration with respect toz from 0 to b yields

Ãm~z!5
zb4

kx sin~kxa!
Fc

g~z!e2 ib4a

2 (
p50

`

bpm

zgpm

km sin~kma!
Fp

g~z!eigpma. ~12!

Enforcing the pressure-continuity condition atz5b, 0,x
,a, uyu,w/2 gives

F1
i ~x,y,b!1F2

i ~x,y,b!1F I~x,y,b!

5F3
i ~x,y,b!1F II~x,y,b!. ~13!

Rewriting ~13!,

cos~A1x!~21!meib1y1cos~A2x!~21!ne2 ib2y

1
1

2p E
2`

`

(
m50

`

@Ãm~z!cos~kmx!~21!m

1B̃m~z!cos~amx!cos~hmb!#e2 i zy dz

5cos~A3x!cosW3S y1
w

2 De2 ib3b

1 (
p50

`

(
q50

`

apq cos~apx!coswqS y1
w

2 Dei jpqb. ~14!

Substituting~11! and~12! into ~14!, and performing*2w/2
w/2 *0

a

~14! cos(asx)coswt(y1w/2)dx dy (s50,1,...,t50,1,...,), we
obtain

2 i ~21!m
a

2
b1«adasFt

w~b1!1 i ~21!n
a

2
b2«rdrsFt

w~2b2!

1
a

2
dfse

2 ib3bS i«sb3I 1ftt
baw 2

w

2
«f«tdttD

1 i ~21!x1sb4e2 ib4aI 2sxct
gw

5 (
p50

`

(
q50

` Fapq

a

2
«sdpse

i jpqbS i jpqI 1pqt
baw1

w

2
« tdqtD

1bpqi ~21!q1sgpqe
igpqaI 2sqpt

gw G , ~15!

wheredms is the Kronecker delta and

«s5H 2 when s50,

1 s51,2,3,....
~16!

Enforcing the pressure-continuity condition atx5a,
uyu,g/2, 0,z,b gives

F1
i ~a,y,z!1F2

i ~a,y,z!1F I~a,y,z!

5F4
i ~a,y,z!1F III ~a,y,z!. ~17!

Substituting~11! and~12! into ~17!, and performing*2g/2
g/2 *0

b

~17! cos(bhz)cosgn(y1g/2)dz dy (h50,1,...,n50,1,...,), we
obtain

FIG. 1. Acoustic wave scattering from hybrid junction in rectangular wave-
guide.
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2 i ~21!a
b

2
b1«mdmhFn

g~b1!1 i ~21!r
b

2
b2«ndnhFn

g~2b2!

1 i ~21!f1hb3e2 ib3bI 2fhtn
wg

1
b

2
dxhe2 ib4aS i«hb4I 1xcn

abg 2
g

2
«x«cdcnD

5 (
p50

`

(
q50

` Fapqi ~21!p1hjpqe
i jpqbI 2phqn

wg

1bpq

b

2
«hdqhe

igpqaS igpqI 1qpn
abg 1

q

2
«ndpnD G , ~18!

where

I 1pqt
baw5

1

2p E
2`

` z2 cot~bAk22z22ap
2!

Ak22z22ap
2

Fq
w~z!Ft

w~2z!dz,

~19!

I 2sqpt
gw 5

1

2p E
2`

` z2

bsq
2 2z2 Fp

g~z!Ft
w~2z!dz. ~20!

The integrand ofI 1pqt
baw has simple poles atz56vq and an

infinite number of poles associated with sin(bAk22z22ap
2)

50. The integrand ofI 2sqpt
gw has simple poles atz56bsq and

simple poles atz56gp ,6wt ~double poles in case ofgp

5wt). Utilizing a technique of contour integration, we trans-
form I 1pqt

baw and I 2sqpt
gw into rapidly converging series. The re-

sults are in the Appendix. It is possible to solve~15! and~18!
for the modal coefficientsapq andbpq by truncating the in-
finite system of equations. The truncated system of equations
must include at least every propagation mode of each port to
achieve numerical accuracy.

The scattered fields fory<2g/2 and y>g/2 are ob-
tained with a residue calculus.

F IS x,y>
g

2
,zD5 (

u50
(

m50
Kum

1 cos~aux!cos~bmz!eibumy,

~21!

F IS x,y<2
g

2
,zD5 (

u50
(

m50
Kum

2 cos~aux!cos~bmz!e2 ibumy,

~22!

where

Kum
6 57 (

q50

`

@auqe
i juqb2e2 i jb3

bdufdqt#

3
i juqFq

w~7bum!

b«m~21!m

7 (
p50

`

@bpmeigpma2e2 ib4adpcdmx#

3
igpmFp

g~7bum!

a«u~21!u , ~23!

0<u,0<m,u,m: integer.

II. SOFT-SURFACE HYBRID JUNCTION

Consider a hybrid junction in a rectangular waveguide
consisting of a soft surface~surface boundary condition:F
50) in Fig. 1. An analysis for the soft-surface case is some-
what similar to the hard case considered in the previous sec-
tion. In region~I! the total field is a sum of the incident and
scattered components

F1
i ~x,y,z!5sin~A1x!sin~B1z!eib1y, ~24!

F2
i ~x,y,z!5sin~A2x!sin~B2z!e2 ib2y, ~25!

F I~x,y,z!5
1

2p E
2`

`

(
m51

`

@Ãm~z!sin~kmx!sin~bmz!

1B̃m~z!sin~amx!sin~hmz!#e2 i zydz, ~26!

wherea,m,r,n51,2,3,... .
In regions ~II ! and ~III !, the incident and transmitted

fields are

F3
i ~x,y,z!5sin~A3x!sinW3S y1

w

2 De2 ib3z, ~27!

F II~x,y,z!5 (
p51

`

(
q51

`

apq sin~apx!sinwqS y1
w

2 Dei jpqz,

~28!

F4
i ~x,y,z!5sinG4S y1

g

2D sin~B4z!e2 ib4x, ~29!

F III ~x,y,z!5 (
p51

`

(
q51

`

bpq singpS y1
g

2D sin~bqz!eigpqx,

~30!

wheref,t,c,x51,2,3,... .
Enforcing the pressure-continuity conditions atz5b and

x5a gives

B̃m~z!5
W3

sin~hfb!
Ft

w~z!e2 ib3b

1 (
q51

`

amq

wq

sin~hmb!
Fq

w~z!ei jmqb, ~31!

Ãm~z!5
G4

sin~kxa!
Fc

g~z!e2 ib4a

1 (
p51

`

bpm

gp

sin~kma!
Fp

g~z!eigpma. ~32!

Enforcing the velocity continuity condition atz5b and
x5a, respectively,

1870 1870J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 J. Y. Kwon and H. J. Eom: Acoustic junction in a waveguide



B1~21!m
a

2
wtdasFt

w~b1!1B2~21!n
a

2
wtdrsFt

w~2b2!
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2
dfse

2 ib3bS W3wtI 3ftt
baw 1 i

w

2
b3dttD

1~21!x1sasB4G4wte
2 ib4aI 4sxct

gw

5 (
p51

`

(
q51

` Fapq

a

2
dpse

i jpqbS 2wqwtI 3pqt
baw1 i

w

2
jpqdqtD

2bpq~21!q1sasbqgpwte
igpqaI 4sqpt

gw G , ~33!

A1~21!a
b

2
gndmhFn

g~b1!1A2~21!r
b

2
gndnhFn

g~2b2!

1~21!f1hA3bhgnW3e2 ib3bI 4fhtn
wg

1
b

2
dxhe2 ib4aS G4gnI 3xcn

abg 1 i
g

2
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5 (
p51

`

(
q51

` F2apq~21!p1hapbhgnwqei jpqbI 4phqn
wg

1bpq

b

2
dqhe

igpqaS 2gpgnI 3qpn
abg 1 i

g

2
gpqdpnD G , ~34!

whereqÞ0, tÞ0, hÞ0, nÞ0, and

I 3pqt
baw5

1

2p E
2`

` Ak22z22ap
2

tan~bAk22z22ap
2!

Fq
w~z!Ft

w~2z!dz,

~35!

I 4sqpt
gw 5

1

2p E
2`

` 1

bsq
2 2z2 Fp

g~z!Ft
w~2z!dz. ~36!

An evaluation of~35! and ~36! is somewhat similar to the
one of~19! and~20!. The rapidly convergent series forI 3pqt

baw

and I 4sqpt
gw are in the Appendix. The scattered fields for

y<2g/2 andy>g/2 are

F IS x,y>
g

2
,zD5 (

u51
(

m51
Kum

1 sin~aux!sin~bmz!eibumy,

~37!

F IS x,y<2
g

2
,zD5 (

u51
(

m51
Kum

2 sin~aux!sin~bmz!e2 ibumy,

~38!

where

Kum
6 52 (

q51

`

@auqe
i juqb1e2 ib3bdufdqt#

3
iwqbmFq

w~7bum!

bbum~21!m

2 (
p51

`

@bpmeigpma1e2 ib4adpcdmx#

3
igpauFp

g~7bum!

abum~21!u , ~39!

0,u,0,m,u,m: integer.

III. NUMERICAL COMPUTATIONS

The transmission coefficient (Ti j ) is defined as a ratio of
the time-averaged power transmitted through porti to the
time-averaged power incident on portj.

Ti j 5
* Re@pi* v i #dsi

* Re@pj* v j #dsj
, ~40!

where the acoustic pressurepi5 ivr0F i (r0 : constant equi-
librium density!, the velocity v i5¹F i , and the symbols
Re~ ! and~ !* denote the real part and the complex conjugate
of ~ !. In order to check the numerical accuracy of our com-
putation, we plot in Fig. 2 the transmission coefficients of the
hard-surface hybrid junction when port 4 is excited with the
incident wave@~6!, c50, x50#. We used nine modes in
computation to achieve numerical accuracy to better than

FIG. 3. Behavior of transmission coefficients (T14 ,T24 ,T34 ,T44) versus the
normalized frequency (ka/p) for the hard-surface hybrid junction (b/a
51/2, g5a, w/a51/2, c51, x50).

FIG. 2. Behavior of transmission coefficients (T14 ,T24 ,T34 ,T44) versus the
normalized frequency (ka/p) for the hard-surface hybrid junction (b/a
51/2, g5a, w/a51/2, c50, x50).
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0.01% error in energy conservation (T141T241T341T44

51). The number of the modal coefficients used in~15!,
~18!, ~33!, and ~34! is at least the propagation plus one or
two higher evanescent modes to achieve numerical accuracy.
This means that the series expression forapq andbpq is fast
convergent and numerically efficient. In Fig. 3, we show the
behavior of transmission coefficient versus normalized fre-
quency (ka/p). The field incident on port 4 is assumed to be
~6! with c51, x50. It is interesting to note that ports 4 and
3 are almost decoupled (T34.0) for the normalized fre-
quency from 1 to 2. Above the normalized frequency 2,T34

gradually increases due to higher modes generated in port 3.
Figure 4 illustrates the transmission coefficients when the
incident wave @~4!, f50, t51# impinges on the hard-
surface hybrid junction from port 3. It is seen that coupling
to port 4 is less than 0.06 over the normalized frequency
2–3.5.T33 is shown to be less than 0.1 for the normalized
frequency from 3 to 3.7. In Figs. 3 and 4, the acoustic hybrid
junction reveals characteristics somewhat similar to the elec-

tromagnetic magic-T ~hybrid-T! which is widely used as a
microwave duplexer due to its decoupling betweenE andH
arms. In Fig. 5 we show the transmission coefficient of the
soft-surface hybrid junction when port 3 is excited with an
incident wave@~27!; f51, t52#. It is seen thatT43 is less
than 0.05, butT33 is less than 0.1 over a frequency range
4.54–5.37. This implies that the soft-surface hybrid junction
seems useful as a duplexer as much as the hard-surface hy-
brid junction considered in Fig. 3.

IV. CONCLUSION

Acoustic scattering from a hybrid junction in a rectan-
gular waveguide is investigated using the Fourier transform
and mode-matching technique. The closed-form solutions for
the scattered fields are obtained using a residue calculus.
Numerical computations are performed to illustrate the scat-
tering behavior of a hybrid junction. The acoustic hybrid
junction in a rectangular waveguide is found to have useful
decoupling characteristics when its ports are appropriately
excited.

APPENDIX
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w«q cot~bAk22wq
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2
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`
z@~21!q1t2~21!qei zuwu2~21! tei zuwu11#

«v~z22wq
2!~z22wt

2!
U

z5Ak22a
p
22b

n
2

, ~A1!

I 2sqpt
gw 5X1~z!1H iP1~z!uz5gp

1 iQ1~z!uz5wt
, gpÞwt ,

i

«p

f 18~z!s~z!2 f 1~z!s8~z!

s2~z!
U

z5gp

, gp5wt ,
~A2!

I 3pqt
baw5

wAk22wq
22ap

2

2wq
2 tan~bAk22wq

22ap
2!

dqt2
i

b (
v51

`
~k22z22ap

2!@~21!q1t2~21!qei zw2~21! tei zw11#

z~z22wq
2!~z22wt

2!
U

z5Ak22a
p
22bv

2

~A3!

FIG. 4. Behavior of transmission coefficients (T13 ,T23 ,T33 ,T43) versus the
normalized frequency (ka/p) for the hard-surface hybrid junction (b/a
51/2, g5a, w/a51/2, f50, t51).

FIG. 5. Behavior of transmission coefficients (T13 ,T23 ,T33 ,T43) versus the
normalized frequency (ka/p) for the soft-surface hybrid junction (b/a
51/2, g5a, w/a51/2, f51, t52).
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I 4sqpt
gw 5X2~z!1H iP2~z!uz5gp

1 iQ2~z!uz5wt
, gpÞwt ,

i
f 28~z!s~z!2 f 2~z!s8~z!

s2~z!
U
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, gp5wt ,
~A4!

where~ !8 denotes the differentiation and

Xj~z!5
2 i f j~z!

~bsq1z!~z22gp
2!~z22wt

2!
U

z5bsq

, j 51,2, ~A5!

Pj~z!5
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2 2z2!~z1gp!~z22wt

2!
, ~A6!

Qj~z!5
f j~z!

~bsq
2 2z2!~z1wt!~z22gp

2!
, ~A7!

s~z!5H ~bsq
2 2z2!~z1gp!2, gp5wtÞ0,

bsq
2 2z2, gp5wt50,

~A8!

f 1~z!5 H z2@~21!p1tei zug2wu/22~21!pei zug1wu/22~21! tei zu2g2wu/21ei zu2g1wu/2# for gp5wtÞ0,
ei zug2wu/22ei zug1wu/22ei zu2g2wu/21ei zu2g1wu/2 for gp5wt50, ~A9!

f 2~z!5@~21!p1tei zug2wu/22~21!pei zug1wu/22~21! tei zu2g2wu/21ei zu2g1wu/2#. ~A10!
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A study of the influence of mean flow on the acoustic
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In this paper, a simple flow model is used in order to assess the influence of mean flow and
dissipation on the acoustic performance of the classical two-duct Herschel–Quincke tube. First, a
transfer matrix is obtained for the system, which depends on the values of the Mach number in the
two branches. These Mach numbers are then estimated separately by means of an incompressible
flow calculation. Finally, both calculations are used to study the way in which mean flow affects the
position and value of the characteristic attenuation and resonances of the system. The results
indicate the nontrivial character of the influence observed. ©2000 Acoustical Society of America.
@S0001-4966~00!01903-2#

PACS numbers: 43.20.Mv@DEC#

INTRODUCTION

The Herschel–Quincke tube is a simple implementation
of the interference principle with attenuation purposes: two
ducts of arbitrary length and section~within reasonable lim-
its! in a parallel arrangement. A thorough study of the acous-
tics of Herschel–Quincke tubes was presented by Selamet
et al.,1 indicating that, removing the classical restriction of
equal cross section for both ducts, the attenuation obtained is
not limited to narrow spikes, but may be interesting even for
automotive exhaust applications, as an alternative to other
resonant devices, such as concentric resonators. This is sup-
ported by the fact that numerous patents have been proposed
which are based on the two-duct or the multiple-duct con-
figurations. A list of these patents may be found in Ref. 2, as
well as a complete study of the multiple-duct Herschel–
Quincke tube.

Considering the application of the Herschel–Quincke
tube to systems such as compressors and the intake and ex-
haust systems of internal combustion engines, it should be
noted that, in all these cases, the effect of the mean flow may
not be negligible.3 Therefore, it is necessary to assess the
importance of the effects of mean flow on the acoustic char-
acteristics of the Herschel–Quincke tube. This effect could
be particularly interesting, since the flow repartition between
the branches depends on the geometry~mainly cross sections
and lengths! and therefore each of the branches will be af-
fected in a different way. Hence, not only the behavior of
each branch will be modified, but also the interference be-
tween the branches, which is the actual attenuation mecha-
nism of the system.

In this paper, the effect of mean flow on the acoustic
behavior of a Herschel–Quincke tube is studied for the clas-
sical two-duct configuration. The mean flow and the acoustic
field are considered to be decoupled, as usual within linear
theory. With respect to the acoustics, a transfer matrix with
mean flow is obtained which depends explicitly on the ge-
ometry and on the Mach number in each branch. These Mach
numbers, which are also a function of the geometry, are ob-
tained from a steady flow calculation, so that in the end one

has a general expression which is only a function of the
geometry and the Mach number in the inlet main duct. This
expression is used in order to check the influence of mean
flow in cases of interest according to the general no-flow
solution, considering both the values of the characteristic fre-
quencies and the attenuation levels achieved. The results
show that the influence of mean flow arises in both senses,
that is, modifying the attenuation levels, as could be ex-
pected, but also changing qualitatively the shape of the at-
tenuation curve.

I. THEORY

In order to evaluate the influence of mean flow on the
acoustic behavior of the Herschel–Quincke tube, first an ex-
pression for the transfer matrix of a system consisting of two
arbitrary interfering branches will be obtained. This will per-
mit the use of the well-known expression of the transfer ma-
trix of a duct with flow4 to obtain the transfer matrix of the
Herschel–Quincke tube, from which the transmission loss
will be evaluated. Then, a simple steady flow calculation will
be performed in order to determine the Mach number in each
branch. Regarding this, it should be noted that, although it is
possible to consider an inviscid moving medium when de-
scribing the acoustic field inside each of the branches, it is
not possible to neglect friction effects when determining the
mean flow repartition between them. Therefore, in order to
provide a consistent approach to the problem, viscothermal
losses and friction effects will be considered in the acoustic
description.

A. Acoustics

A general expression for the transfer matrix of a system
consisting of an arbitrary number of subsystems connected in
parallel is available for the case in which all the systems are
reciprocal.5 This expression could be applied to then-duct
Herschel–Quincke tube with no mean flow or dissipation, as
considered in Ref. 2. However, when mean flow is present, a
duct is no longer symmetrical nor reciprocal,6 and therefore a

1874 1874J. Acoust. Soc. Am. 107 (4), April 2000 0001-4966/2000/107(4)/1874/6/$17.00 © 2000 Acoustical Society of America



more general expression must be sought. For brevity, only
the case of two branches will be considered here.

Consider a system consisting of two arbitrary branches
with common endpoints, as shown in Fig. 1. Assuming one-
dimensional propagation, each branch is characterized by its
transfer matrix. Denote the transfer matrices of the two
branches asT1 andT2 , with

@T1#5F A1 B1

C1 D1
G ; @T2#5F A2 B2

C2 D2
G . ~1!

Then, according to the notation in Fig. 1, the state variables
at the two ends of each branch are related by

Fp3

v3
G5@T2#Fp4

v4
G ; Fp2

v2
G5@T1#Fp5

v5
G , ~2!

wherep is the pressure fluctuation andv is the mass velocity
fluctuation. Now, continuity of pressure and mass velocity
fluctuations at the junctions gives

p15p25p3 , p45p55p6 ,
~3!

v15v21v3 , v65v41v5 .

Solving simultaneously Eqs.~2! and ~3! yields

Fp1

v1
G5F A B

C DGFp6

v6
G , ~4!

where the terms of the global transfer matrix are given by

A5~A1B21A2B1!/~B11B2!,

B5B1B2 /~B11B2!,
~5!

C5C11C21~D22D1!~A12A2!/~B11B2!,

D5~D1B21D2B1!/~B11B2!.

Considering the case of the Herschel–Quincke tube, both
branches are uniform ducts. The transfer matrix of a duct of
cross sectionSj and lengthl j with mean flow Mach number
M j may be written as4

1

2ã jq j
F f̃ j a0 /S̃j

S̃j /a0 f̃ j
G . ~6!

Here,a0 is the speed of sound andS̃j is defined as

S̃j5Sj /@12 i j~M j !/k#, ~7!

wherei is the imaginary unit,k5v/a0 is the wave number,
and j(M j ) is the flow-corrected attenuation constant~see
Ref. 4 for details!, while

ã j5
e2 i k̃ j l j

12e22i k̃ j l j
, f̃ j5

11e22i k̃ j l j

12e22i k̃ j l j
, q j5eiM j k̃j l j ,

~8!

wherek̃ j is the flow-corrected wave number given by

k̃ j5@k2 i j~M j !#/~12M j
2!. ~9!

Incidentally, it can be checked that the determinant of the
matrix in Eq.~6! is q j

22 , which is different from unity even
in the absence of dissipation, indicating the nonreciprocal
character of the uniform duct with flow.

Upon substitution of Eq.~6! into Eq. ~5!, the transfer
matrix for the Herschel–Quincke tube with flow is obtained
as

A5
S̃1f̃11S̃2f̃2

2~S̃1ã1q11S̃2ã2q2!
5D,

B5
a0

2~S̃1ã1q11S̃2ã2q2!
, ~10!

C5
S̃1S̃2

2a0ã1q1ã2q2
F ã1q1

S̃1

1
ã2q2

S̃2

2
~ ã2q2f̃12ã1q1f̃2!2

S̃1ã1q11S̃2ã2q2
G .

Now, the transmission loss of the system, assuming that the
areas of the inlet and outlet ducts are the same and equal to
S0 , is given by

TL520 log10U12 FA1
S0

a0
B1

a0

S0
C1DGU. ~11!

Combining Eqs.~10! and ~11!, and after some algebra, one
obtains

TL520 log10U ~S01S̃1f̃11S̃2f̃2!2

4S0~S̃1ã1q11S̃2ã2q2!

2
~S̃1ã11S̃2ã2!21S̃1ã1S̃2ã2~q12q2!2/~q1q2!

S0~S̃1ã1q11S̃2ã2q2!
U .
~12!

For the particular case of zero mean flow and no losses@M

50 andj(M )50], one hasS̃j5Sj and k̃ j5k, so that Eqs.
~8! reduce to

ã j5
e2 ikl j

12e22ikl j
[a j , f̃ j5

11e22ikl j

12e22ikl j
[f j , q j51

~13!

for j 51,2, and substitution into Eq.~12! yields

TL520 log10U2 S1a11S2a2

S0
1

~S01S1f11S2f2!2

4S0~S1a11S2a2!
U,
~14!

that is, the same expression obtained in Ref. 1, which will be
used later for comparison and analysis purposes.

FIG. 1. A general two-branch system.
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B. Mean flow

Now the calculation of the Mach number in the two
branches of the Herschel–Quincke tube for a given Mach
number in the main duct will be addressed. Consistently with
the consideration of the mean flow in the foregoing acoustic
description, the simple approach of incompressible mean
flow will be adopted in the following. In this way, a simple
parallel flow problem must be solved.

The conditions to be satisfied are~i! equality of pressure
drop across the two branches and~ii ! conservation of mass.
Regarding the first condition, it should be noted that the pres-
sure drop of each branch depends on the geometrical details
of the junction, and so will the flow repartition between the
two branches.7 Therefore, only the case in which the influ-
ence of the junction details is the same for both branches will
be considered. In this way, since the flow is assumed to be
incompressible, this first condition is expressed, making use
of the Darcy-Weisbach equation, as

Dp5
1

2
r

f 1l 1

D1
u1

25
1

2
r

f 2l 2

D2
u2

2, ~15!

whereD is the diameter andf is the friction factor. Since the
temperature is assumed to be the same in both branches, Eq.
~15! reduces to

~M1 /M2!25~ f 2 / f 1!~ l 2 / l 1!~D1 /D2!. ~16!

Under the same assumptions, conservation of mass is ex-
pressed as

M0D0
25M1D1

21M2D2
2, ~17!

where subscript 0 makes reference to the main duct. Now,
for the Reynolds numbers to be expected one may assume a
Blasius-type dependence of the friction factorf on Re,8 so
that

~ f 2 / f 1!5~Re1 /Re2!1/45@~D1M1!/~D2M2!#1/4, ~18!

and then from Eqs.~16! and ~17! one finally gets

M15
M0D0

2

GD1
21D2

2
, M25

M0D0
2G

GD1
21D2

2
, ~19!

with

G5~ l 2 / l 1!4/7~D1 /D2!5/7. ~20!

A first assessment of the eventual importance of the differ-
ence between the Mach numbers of the branches is given in
Fig. 2, where the ratioM1 /M25G21 is plotted against the
ratio D1 /D2 for different values ofl 2 / l 1 . As can be seen,
considerable differences may be expected for usual design
values, so that an additional asymmetry between the two
branches is introduced, thus affecting the interference be-
tween them.

II. DISCUSSION OF RESULTS

Now, the influence of mean flow on the behavior of the
Hershel–Quincke tube will be studied in several relevant
cases by comparison with the no-flow results. A simple case
in which this influence arises is whenl 15 l 2 . When no mean
flow is present, the transmission loss as given by Eq.~14! for

the two-duct configuration reduces to the well-known ex-
pression for an expansion chamber with cross-sectionS1

1S2 ; the same applies for the modifiedn-duct configuration,
the equivalent cross-section being now(Si .2 In the case of
mean flow, however, such a simple behavior is not found in
general. Actually, the way in which the terms related to
mean flow arise makes it impossible to find an expression
which is a function only of the addition of the sections of the
two branches.

Only in the case that one has alsoD15D2 , one hasG
51 from Eq.~20!, and then Eqs.~19! reduce to

M15M25M0S0 /~S11S2!, ~21!

which expresses mass conservation in a simple area change.
Equation~21! allows us to setã15ã25ã, f̃15f̃25f̃, S̃1

5S̃25S̃ and q15q25q, so that from Eq.~12! the trans-
mission loss is given by

TL520 log10U 1

2ãq
F f̃1

1

2 S S0

S̃
1

S̃

S0
D GU , ~22!

which is the expression which would have been obtained
directly from Eqs.~6! and ~11!. This simple case illustrates
the difficulty in performing any analysis from the analytical
expression obtained. The main difficulty lies in the fact that,
except for the case withG51, according to Eq.~9! the com-
plex wave number is different for each branch,k̃1Þ k̃2 , so
that the dissipative terms arising from friction cannot be eas-
ily handled. Therefore, a parametric study was performed in
order to assess the influence of mean flow for different geo-
metrical arrangements and to identify the main features,
which were then analyzed on the basis of the analytical so-
lution.

The transmission loss computed from Eq.~12! has been
represented as contour plots in order to get a global view of
the influence of mean flow. Following the hints given by
Selametet al.1 for the case without flow, both the influence
of diameter ratio for given length ratios and the influence of
the length ratio for fixed diameter ratio have been explored.
First, in Fig. 3 the influence of the mean flow is studied for
the casel 152l 2 , for values ofD2 /D1 ranging from 0.5 to 2.

FIG. 2. Influence of geometry on flow repartition.
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This range of variation may be considered reasonable, bear-
ing in mind the hypothesis that the details of the junction
should not affect the flow repartition. When observing the
plots, it is clear that, although the main trends seem not to be
affected by the presence of the mean flow, several interesting
features appear. First, it can be seen that the main resonance
spike occurring atf l 1 /a051 for M50 is also present for
MÞ0, though with a small shift in frequency due to the
effect of the difference in Mach number between the
branches. In fact, for diameter ratios above 1.5 only quanti-
tative differences are observed forf l 1 /a0,2. For lower di-
ameter ratios, however, it can be seen that, while forM50
there appear secondary attenuation spikes around the main
resonance, these secondary spikes do not appear forMÞ0.

The second issue to note is the resonance spike appear-
ing for MÞ0 nearf l 1 /a052 for diameter ratios below 1.5,

while near this frequency the attenuation withM50 is al-
most null regardless of the diameter ratio. These attenuation
spikes appear approximately at

f 5ma0 /~ l 12 l 2!, m51,2, . . . . ~23!

For frequencies above the first occurrence (m51), more-
over, the influence of mean flow is more evident, except for
the highest values considered of the diameter ratio.

In the casel 153l 2 , represented in Fig. 4, similar fea-
tures are observed. Now, the attenuation without flow exhib-
its a two-spike pattern forD2 /D1.1, with higher spikes at
precise values of the diameter ratio, and a clear single spike
for D2 /D151. With some quantitative differences, the mean
flow preserves this two-spike pattern, but inhibits the appear-
ance of the single spike forD2 /D151, while giving rise to
additional attenuation spikes at the frequencies defined by

FIG. 3. Transmission loss contours:l 152l 2 . Top: M50; bottom: M
50.15.

FIG. 4. Transmission loss contours:l 153l 2 . Top: M50; bottom: M
50.15.
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Eq. ~23!. Again, for frequencies above the first occurrence
(m51) the differences due to the presence of the flow are
more apparent.

Obviously, it is not easy to find a general justification of
the behavior observed. A case which is particularly well
studied in the case without flow1 is the equal-area arrange-
ment, S15S2 , which, according to the results commented
above, gives a good illustration of all the relevant facts as-
sociated with the presence of mean flow. This case is the one
represented in Fig. 5, where now transmission loss contours
are plotted for different length ratios. The results without
mean flow illustrate the concept established by Selamet
et al.1 related to the existence of two different types of reso-
nances: the attenuation spikes corresponding to the first type
lie on the curve

l 2 / l 1512~n2 1
2!/~ f l 1 /a0!, n51,2,. . . , ~24!

while those corresponding to the second type lie on the curve

l 2 / l 15m/~ f l 1 /a0!21, m51,2, . . . . ~25!

Anyway, there is a clear difference between the two types,
since Eq.~24! leads always to a relatively high attenuation,
while this is not the case with Eq.~25!. Actually, the inter-
sections of Eq.~25! with the curve defined by Eq.~23!, that
is,

l 2 / l 1512m/~ f l 1 /a0!, m51,2, . . . , ~26!

correspond to a null attenuation. This difference is even
more clear when mean flow is considered, since it affects
each type of resonance in a different way, as discussed in the
following. It can be observed from Fig. 5 that, in a general
sense, the attenuation patterns with mean flow are also de-
termined ~only approximately in this case! by Eqs. ~24!–
~26!. Within this approximation, one can state that in the
presence of flow the resonances of the first type result in an
attenuation spike only if

l 2 / l 1512~nI2
1
2!/~ f l 1 /a0!5~mI2

1
2!/~ f l 1 /a0!21,

nI ,mI51,2,. . . , ~27!

and hence the attenuation spikes are obtained for frequencies
such that

f l 1 /a05~nI1mI21!/2, nI ,mI51,2, . . . . ~28!

The condition for the resonances of the second type is

l 2 / l 1512nII /~ f l 1 /a0!5mII /~ f l 1 /a0!21,

nII ,mII 51,2,. . . , ~29!

and the attenuation frequencies are given by

f l 1 /a05~nII 1mII !/2, nII ,mII 51,2, . . . . ~30!

Equations~27!–~30! provide a simple way to choose, in the
case considered of equal branch sections, the values of the
length ratiol 2 / l 1 which produce a resonance at a given fre-
quency of interest. In Fig. 6 the curves defined by these

FIG. 5. Transmission loss contours:D15D25D0 . Top: M50; bottom:
M50.15.

FIG. 6. Location of attenuation spikes forD15D2 : first type ~solid! and
second type~dashed! resonances.
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equations for different values ofn andm are represented, and
comparison with Fig. 5 indicates that in general the best
attenuation behavior for a given frequency is obtained from a
resonance of the first type withnI51. Anyway, the behavior
at other frequencies may also determine the best choice. For
instance, forf l 1 /a0;2.5, one may choose four different val-
ues of l 2 / l 1 , corresponding to the resonances defined by
(nI51,mI55), (nI52,mI54), (nII 51,mII 54) and (nII

52,mII 53). In all the cases, apart from the frequency of
interest, one obtains attenuation at other frequencies which
depend on the values ofn andm chosen. Therefore, the final
choice may be determined by the possibility to exploit these
additional features in the attenuation curve, and thus no gen-
eral rule may be given.

III. CONCLUSIONS

The potential applications of Herschel–Quincke tubes to
duct systems with mean flow require that the effect of mean
flow on the acoustic performance is assessed. With this pur-
pose, a transfer matrix for the Herschel–Quincke tube with
mean flow has been derived, which depends on the values of
the Mach number in each branch. This matrix has been
supplemented by a decoupled steady flow calculation which,
under certain assumptions regarding the geometry of the
junctions, allows us to compute the flow repartition between
the branches and hence the respective Mach numbers. The
combined results of the flow and the acoustic calculations
have been used to explore the influence of mean flow on the
transmission loss. In view of the difficulties of a purely ana-

lytical approach, a parametric study has been performed fol-
lowing the hints obtained from previously published work on
the case without flow. From this study, it has been possible
to obtain, by comparison with the results without flow, an
assessment of the influence of mean flow, mainly in terms of
the position of attenuation spikes. Finally, some guidelines
about the behavior to be expected for the equal branch sec-
tion case have been obtained.
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Complex source pulsed beams~CSPB! are exact wave-packet solutions of the time-dependent wave
equation that are modeled mathematically in terms of radiation from a pulsed point source located
at a complex space–time coordinate. In the present paper, the physical source realization of the
CSPB is explored. This is done in the framework of the acoustic field, as a concrete physical
example, but a similar analysis can be applied for electromagnetic CSPB. The physical realization
of the CSPB is addressed by deriving exact expressions for the acoustic source distribution in the
real coordinate space that generates the CSPB, and by exploring the power and energy flux near
these sources. The exact source distribution is of finite support. Special emphasis is placed on
deriving simplified source functions and parametrization for the special case where the CSPB are
well collimated. © 2000 Acoustical Society of America.@S0001-4966~00!00804-3#

PACS numbers: 43.20.Px, 43.20.Bi, 41.20.Jb, 03.50.2z @ANN#

INTRODUCTION

Complex source pulsed beams~CSPB! @also termed
pulsed beams~PB! or isodiffracting PB# are exact wave-
packet solutions of the time-dependent wave equation that
can be modeled mathematically in terms of radiation from a
pulsed point source located at a complex space–time
coordinate.1–3 Their properties, namely their direction, colli-
mation, and space–time width, are determined by the com-
plex source coordinates. Physically, however, these solutions
are generated by physical source distributions~derived in
this paper!; hence, the complex source model may be con-
sidered as a mathematical trick to obtain compact field solu-
tions due to these source distributions. This complex source
approach has been originally introduced in the context of
time-harmonic fields.4–7 Another approach to derive the
CSPB has been derived independently in Ref. 8.

The CSPB have many properties that make them favor-
able wave objects within a general wave-based approach for
forward and inverse problems:

~1! They are convenient wavelets for high-resolution prob-
ing of the propagation environment, and may be used to
selectively excite local scattering and diffraction phe-
nomena~see items 2 and 4 below!.

~2! They provide benchmark solutions for scattering of col-
limated wave packets by canonical configurations,9–11

for propagation in inhomogeneous media,12,13 in disper-
sive media,14–16and in random media,17,18or can used to
model practical systems involving collimated short-pulse
fields.19–22

~3! They furnish a complete basis for local observable-based
spectral synthesis of general transient fields, providinga
priori localization~since only those PB propagators that
pass near the space–time observation point need to be

accounted for!. Several expansion schemes which apply
to different source configurations have been derived in
Refs. 23–28.

~4! Finally, in view of these properties the CSPB are well-
suited to wave-based data processing and local inverse
scattering.29,30

Thespace–time localizationdescribed above provides a
systematic wave-based approach for dealing with global
complexity. Concentrating on localized solutions permits the
use of specific well-defined ‘‘simpler’’ problems from which
global solutions are assembled. The CSPBs not only provide
simple local wave solutions, but may also be directed in
space–time to interrogate a particular subenvironment or
wave phenomenon in the global conglomerate.

Other classes of wave-packet solutionsin free space
have been introduced in various disciplines. The basic ones
are: solutions based on Brittingham’s ‘‘focus wave
modes,’’31–34 ‘‘nondiffracting beams’’ or ‘‘X-waves’’35,36

and ‘‘bullet’’-type solutions.37,38 These solutions have not
yet been utilized in a full ‘‘wave-based architecture’’ as de-
scribed above.

As has been pointed out previously, the CSPB can be
generated by a finite distribution ofphysical sources.2 Our
aim in the present paper is to explore this physical source
realization. This is done here within the framework of the
acoustic field which provides a concrete physical example,
but a similar analysis can be applied for electromagnetic
CSPB. The physical realization of the CSPB is addressed by
deriving expressions for the acoustic source distributions and
by exploring the power and energy flux around these
sources. The finite support source functions obtained give
rise to theglobally exactCSPB. Yet, from a practical point
of view, as discussed in the preceding paragraph, special
emphasis is given to the parameter range where the CSPB
are well collimated so that they maintain their localized
wave-packet structure while propagating in the ambient en-

a!Electronic mail: heyman@eng.tau.ac.il
b!Electronic mail: kaiser@wavelets.com
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vironment. In this special case the CSPB can be realized
effectively by a truncated source distribution whose spatial
support is much smaller than that of the exact CSPB. The
collimated PB fields generated by the truncated aperture re-
semble the exact CSPB near the beam axis, but deviate from
it in far off-axis region, where they are both negligible any-
way.

The presentation starts with a brief summary of the rel-
evant acoustic field equations~Sec. I! and of the basic prop-
erties of the CSPB~Sec. II!. The physical realization is then
explored in Sec. III from the point of view of the power and
energy flow. The expressions for the source distributions are
then derived in Secs. IV and V, starting with the formulation
of general schemes for constructing source realizations and
then applying them to calculate the CSPB sources. The pre-
sentation ends with a summary and conclusions.

I. ACOUSTIC FIELDS AND SOURCES

The linear acoustic equations for the pressure field
p(r ,t) and velocity fieldv(r ,t) at the space–time pointr
5(x,y,z)PR3 and timetPR are

1

c2%
] tp1¹•v5s, ~1.1a!

%] tv1¹p5f, ~1.1b!

wheres(r ,t) andf(r ,t) represent the scalar particle injection
source distribution and the force distribution, respectively.
Here, c51/Ak% is the wave speed in the medium, withk
and% being the compressibility and density, respectively. In
this paper we consider radiation in a uniform medium and,
without loss of generality, we assume that%51. Henceforth,
we use boldface type to denote vector constituents and a °
over a vector to denote a unit vector.

Assuming sources bounded in a volumeV of finite sup-
port, the integral solution of~1.1! is

p5E
V
d3 t8

1

4pR F @ṡ#1
1

c
@ ḟ#•R̊1

1

R
@ f#•G , ~1.2!

where R5r2r 85RR̊ and @F# denotes the retarded value
F(r 8,t8)u t85t2R/c for any functionF(r 8,t8). Here and hence-
forth, overdots and overcircles denote time derivatives and
unite vectors, respectively. The solution forv is readily in-
ferred fromp.

II. COMPLEX SOURCE PULSED BEAMS „CSPB…

A. The complex source coordinates

Let the source in~1.1! be

f50, ṡ54pd~r2r 8!c~ t2t8!, ~2.1!

wherer 8PR3 and t8PR define the space–time source coor-
dinates andc is a given time signal. From~1.2!, the solution
is

p~r ,t !5c~ t2t82R/c!/R. ~2.2!

The CSPB is modeled analytically by extending the source
coordinates (r 8,t8) in ~2.1! into the complex domain. These
coordinates may be expressed in general as

r 85r01 ib, ubu5b, ~2.3a!

t85t r81 i t i8 , t i8>b/c, ~2.3b!

wherer0 is a real coordinate point that defines the center of
the beam waist,b is a real vector that defines the beam
direction, andb.0 is a constant which is interpreted as the
collimation distance of the beam@see the discussion after
~2.19!#. The condition ont i8 in ~2.3b! will be explained after
~2.13!. Without loss of generality, we shall assume hence-
forth that

r050 and b5 z̊b, i.e., r 85~0,0,ib !, ~2.4a!

t85 ib/c. ~2.4b!

B. Properties of the complex distance s „r…

In order to extend~2.2! to the complex source case, we
must first extend the definition of the distanceR of the ob-
server from the source. We define this distance as

s~r ![A~x2x8!21~y2y8!21~z2z8!, ~2.5a!

5Ar21~z2 ib !2, ~2.5b!

5sr1 isi , ~2.5c!

where ~2.5a! is the general definition while~2.5b! corre-
sponds to the special choice of the complex source coordi-
nates in~2.4a!, with r5Ax21y2. The branch of the complex
root in ~2.5! is chosen with

Res.0. ~2.6!

This choice implies thats→r asb/r→0 @see~2.21!#. Other
properties ofs will be discussed next, where without loss of
generality we consider the choice of (r 8,t8) in ~2.4!.

The set of branch points ofs in R3 is the circleB in the
z50 plane, defined byAx21y25b. In order fors(r ) to be a
single-valued function ofr , we choose a branch cut inR3.
The choice implied by~2.6! is a flat disk~Fig. 1!

E05$r :x21y2<b2,z50%, ~2.7!

although any continuous deformation ofE0 leaving its
boundaryB invariant will do the same.

The real and imaginary parts ofs5sr1 isi have distinct
physical roles. They can also be used as the natural coordi-
nate system for the CSPB. For a given pointrPR3, one finds

~r,z!5b21~Ab21sr
2Ab22si

2,2srsi !,

where sr.0,2b,si,b. ~2.8!

Equation ~2.8! defines an oblate spheroidal~OS! system
(sr ,si ,f) with f5tan21(y/x) ~see Fig. 1!: The surfacessr

5const are spheroidsEsr

Esr
:
x21y2

b21sr
2 1

z2

sr
2 51, sr.0. ~2.9!

In the limit sr→0, Esr
shrinks toE0 , whereas forsr@b it

tends to a sphere with radiussr5r . Similarly, si5const.
define a family of one-sided hyperboloidsHsi
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Hsi
:
x21y2

b22si
2
2

z2

si
2

51, 2b<si<b. ~2.10!

These hyperboloids intersect thez50 plane atE0 , and are
discontinuous there with

si uz56057Ab22r2. ~2.11!

For 2b<si<0, Hsi
covers the domainz.0: It shrinks to

the positivez axis for si52b and assi→0, it tends to the
complement ofE0 in the planez50. For 0<si<b, it like-
wise covers the domainz,0.

Other properties of the OS system are mentioned in
~2.16!, ~2.21!, and in Appendix B.

C. The CSPB solution

The field due to the complex source in~2.3! is obtained
as an analytic extension of the real source solution in~2.2!.
In order to deal with the complex propagation delays from
the complex source coordinate to the real space–time obser-
vation point, one should use analytic signals that can accom-
modate complex time variables~see Appendix A!. Hence-
forth, analytic signals will be denoted by the symbol1. The
real field is then obtained by taking the real part of the ana-
lytic field solution@in fact, one may also take the imaginary
part of the analytic field; see discussion after~A3!#.

The analytic pressure field at areal space–time obser-
vation point (r ,t), obtained as an analytic extension of~2.2!,
is given by

p
1

~r ,t !5c
1

~t!/s, t5t2g~r !, ~2.12!

with

g5t81s/c, ~2.13a!

5sr /c1 i ~b1si !/c5g r1 ig i , ~2.13b!

where ~2.13b! applies for the choice oft8 in ~2.4b!. The
functions g r ,i(r ) are the real and imaginary time delays.

Since2b<si<b @see~2.10!# it follows that Imt<0 for all

real (r ,t) as required by the analyticity ofc
1

. Recalling fur-
ther thats(r ) is continuous everywhere inR3 except across
the diskE0 @see the discussion in connection with~2.7!#, it

follows thatp
1

is an exact homogeneous solution of the time-
dependent wave equation everywhere except forE0 , which is
henceforth referred to as the ‘‘source disk’’ since it repre-
sents the location of thereal sources that give rise to the
solution in ~2.12! ~see Sec. V!.

The solution in~2.12! has the general properties of a PB
~a collimated space–time wave-packet! that emerges fromr0

~here, the origin! and propagates along the beam axisb ~here,
the positivez-axis!. Confinement along the beam axis is af-

fected by the pulse shape ofc
1

while transverse confinement
is due to the general property of analytic signals which decay
in the lower half of the complext plane as the imaginary
part of t becomes negative. Thus, the beamwidth depends

on: ~a! the rate of decay ofc
1

in the lower half of the com-
plex t plane~that typically depends on the pulse length!, and
~b! on the rate of increase of Imt in ~2.13! away from thez
axis @following the discussion in~2.10!, Im t vanisheson the
positive z axis and increases away from it#. The weakest
signal is obtained along the negativez axis where Imt
522b/c.

Thus, the ellipsoidsEsr
of ~2.9! are thewavefrontsasso-

ciated with the time-delayg r5sr /c, while the hyperboloids
Hsi

of ~2.10! areequi-amplitudesurfaces.

1. Parametrization of the real signal

To further understand the properties of thereal PB field,
we introduce the real signalcg i

(t) and its Hilbert transform

c̄g i
(t) via @see~A3!#

c
1

~ t2 ig i !5cg i
~ t !1 i c̄g i

~ t !, tPR. ~2.14!

One finds that

p5Rep
1

5@srcg i
~ t2g r !1si c̄g i

~ t2g r !#/usu2, ~2.15!

where from ~2.13b! g r5sr /c and g i5(b1si)/c. Thus,
along a given hyperboloidHsi

@see ~2.10!#, the signal is

gradually Hilbert transformed fromc̄g i
(t2g r)/si in the near

zone, wheresr→0, to cg i
(t2g r)/sr in the far zone, where

sr;r @b.

2. Paraxial parametrization for collimated PBs

Points near the positive beam axis, where the PB is
strong, are of particular importance. From~2.5b! and ~2.6!
we have forr!Az21b2,

s.1@~z2 ib !1 1
2r

2/~z2 ib !#, z"0 ~2.16!

~note the discontinuity atE0). Substituting this into~2.12!,
the field near the positivez axis is given by

p
1

~r ,t !5c
1

~ t2z/c2 1
2r

2/c~z2 ib !!/~z2 ib !. ~2.17!

FIG. 1. The oblate spheroidal~OS! coordinate system. The shaded areas are
the regionsD in(v) defined in~3.16! where the energy flows inward with
respect to the OS system. The light- and dark-shaded areas correspond to
frequencieskb50.7 andkb51.1, respectively.
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To parametrize this field, we write 1/(z2 ib)51/R(z)
1 i /I (z), where

R~z!5z1b2/z, I ~z!5b~11~z/b!2!, ~2.18!

thereby obtaining from~2.13!

g r5z/c1r2/2cR~z!, g i5r2/2cI~z!. ~2.19!

Thus,R(z) is identified as the radius of curvature of the PB
wavefront, whileI (z) controls the paraxial decay away from
the axis. Forz!b,I (z) is to leading order independent ofz
and the PB propagates essentially without decay or spread-
ing, while for z@b,g i;(b/2c)(r/z)2, and the wave packet
diverges along the conesr/z5const. @see~2.25!#.

The real PB field along thez axis is given now by

p5@zcg i
~ t2g r !2bc̄g i

~ t2g r !#/@z21b2#, ~2.20!

whereg r ,i are now given in~2.19!. Thus, in the near zone,
the real signal is dominated by2b21c̄g i

(t2g r), but asz

increases, it is gradually Hilbert transformed, and finally for
z@b it is dominated byz21cg i

(t2g r).

3. Far-field pattern

Another important limit occurs in the far zone forr @b
where from~2.5b!

s.r 2 ib cosu, cosu5z/r . ~2.21!

Substituting this into~2.12!, we obtain

p
1

~r ,t !5r 21c
1

~ t2r /c2 ig i~u!!, g i~u!5~12cosu!b/c.
~2.22!

The function Rec1(t2gi(u)) is thetime-dependent radiation
pattern. It is strongest foru50 and decays to a minimum at
u5p @see the diffraction angleQ in ~2.27!#.

4. Example: Analytic d PB

The PB solutions may accommodate any analytic pulse
shape. It is useful at this stage to consider an example of a
particular pulse shape, namely then-times differentiated
analytic-d pulse

c
1

~ t !5d
1

~n!~ t2 i 1
2T!5

~2 !nn!

p i ~ t2 i 1
2T!n11

, T.0. ~2.23!

It is sometimes convenient to multiply the pulses in~2.23! by
eia with 0<a,p in order to change the balance between
the signal and its Hilbert transform when one considers the
real part of the field.

The parameterT in ~2.23! is a measure of the
pulse length. The spectrum of these pulses isĉ(v)
5(2 iv)ne2vT/2 for v.0. The derivatives suppress the low
frequencies and thus create a more localized~faster-
decaying! PB in both the axial and transversal directions. In
many applications, usingn>2 is required because of the
higher collimation properties of the resulting PB.26,30 Fur-
thermore, as will be discussed in Sec. III@see~3.16!#, PB
with frequency components belowv,c/b are difficult to
excite.

For simplicity, however, we discuss here the PB proper-
ties for the casen50 and a50. The real waveforms in
~2.14! are given by

cg i
~ t !5Red

1

~ t2 i ~ 1
2T1g i !!5p21

1
2T1g i

t21~ 1
2T1g i !

2
, ~2.24a!

c̄g i
~ t !5Im d

1

~ t2 i ~ 1
2T1g i !!52p21

t

t21~ 1
2T1g i !

2
.

~2.24b!

For a giveng i , the half-amplitude pulse width in~2.24a! is

(T12g i) and the peak amplitude~at t50) is p21( 1
2T

1g i)
21. Thus, the waveform is strongest and shortest for

g i50 ~the beam axis!, and decays asg i grows away from
the axis. The half-amplitude beamwidth is therefore obtained
wheng i5

1
2T. Substituting~2.19! for g i in the paraxial zone,

the beam diameter is found to be

W~z!5W0A11~z/b!2, W052AcTb. ~2.25!

One observes that for 0,z,b the beamwidth remains es-
sentially constant, while forz@b it opens up along a diffrac-
tion cone whose angleQ[W(z)/z is parametrized byQ
52AcT/b. Collimated PB withQ!1 are obtained when

cT/b!1. ~2.26!

Note also that, under thiscollimation condition, the effective
width of the source distribution, which is roughly given by
W0 @see~2.25!#, is much narrower than the ‘‘exact’’ source
disk E0 whose radius isb. One obtains the following rule of
thumb for the relation between the pulse lengthT, the beam-
width at the waistW0 , the diffraction angleQ, and the col-
limation distanceb

~W0 /b!25Q254cT/b!1. ~2.27!

Thus, the field properties are controlled by the PB parameter
cT/b. Similar properties are obtained for other pulse types,
such as nonmodulated or modulated Gaussian pulses or
modulatedd pulses.

Figure 2 depicts cross sectional snapshots in the (z,r)
plane of the axially symmetricp field of ~2.12!. The pulse

used is a differentiated analytic delta pulsec
1

(t)

52eiad
1

(1)(t2 i 1
2T) of type ~2.23! and a PB parameter

cT/b51023 that yields a collimated PB@see~2.26!#. ~Recall
that it is advantageous to deemphasize the low frequencies

further by usingd
1

(2) and a smaller parametercT/b.) As
mentioned in~2.23!, the termeia is used to change the bal-
ance between the signal and its Hilbert transform. Here,a
has been chosen to bep/3, which provides the ‘‘nicest’’
result ~this value also provides the clearest results of the
power flux analysis in Fig. 3!.

The field in Fig. 2 is plotted at timesct/b50.2, 1, and 2,
where the PB is localized, respectively, in the near zonez
50.2b, at the collimation distancez5b, and in the ‘‘far’’
zone z52b. Note the Hilbert transform exhibited by the
waveforms in the transition from the near to the far zones
@recall ~2.15! and ~2.20!#. To demonstrate the effect of the
collimation parametercT/b, we also show in Fig. 2~d! the
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CSPB field for the parametercT/b51021. In this case the
solution in ~2.12! is still exact but the parametrization in
~2.25!–~2.27! is not valid~note the different space–time and
field-amplitude scales used in this case!.

III. THE POWER AND ENERGY FLUX

A. The v field

Thev field is needed in the calculation of the power flux
@see~3.7!#. Outside the source domain,v is calculated fromp
of ~2.12! via v52] t

(21)¹p, giving

v
1

~r ,t !5¹s$c
1

~t!/cs1c
1

~21!~t !/s2%, ~3.1!

¹s5~r2 ib!/s, ~3.2!

where c (21)(t)5*2`
t dt8 c(t8) and t is defined in~2.13!.

The real~physical! expression forv is @cf. ~2.15!#

v5¹sr$p/c1@~r 22b2!cg i

~21!22zbc̄g i

~21!#/usu4%

2¹si$ p̄/c1@2zbcg i

~21!1~r 22b2!c̄g i

~21!#/usu4%, ~3.3!

wherep5(srcg i
1si c̄g i

)/cusu2 is the realp field @see~2.15!#,
the overbars denote Hilbert transforms of the respective
waveforms@see~2.14!#, andcg i

stands forcg i
(t2g r), etc.

Note in ~3.3! that ¹sr representsoutward power flow lines
normal to the wavefrontsEsr

, while ¹si representstrans-

verseflow lines along the wavefronts, leading from the posi-
tive z axis to the negativez axis. In deriving~3.3! we used
the relations in~B1!. Expressions for¹sr ,i are given in
~B2!–~B4!.

In order to estimate the role of the various terms in~3.1!
and~3.3! we assume thatc is a short pulse with pulse length
T, so that near the positivez axis whereg i.0 we have

c
1

(21)(t)/c
1

(t);O(T). Recalling from~2.16! that near the
axiss.z2 ib, we find that the ratio between the second and
first terms inside the braces in~3.1! is

FIG. 2. Snapshots of thep field of ~2.12! for a pulsec
1

(t)52eiad
1

(1)(t2 i
1
2T) with a5p/3. The plots show cross-sectional cuts of the axially symmetric field

in the (z,r) plane where all axes are normalized with respect tob. PB parameter:cT/b51023 in subfigures~a!–~c! ~collimated PB!, andcT/b51021 in ~d!
~noncollimated PB!. Observation times:~a! ct/b50.2 ~near zone!; ~b! ct/b51 ~intermediate zone!; ~c! ct/b52 ~far zone!; ~d! ct/b51.
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@c
1

~21!~t !/s2#/@c
1

~t!/cs#;O@cT/uz2 ibu#. ~3.4!

In the far zone, the ratio on the right-hand side of~3.4! is
much smaller than unity. Under the collimation condition
cT!b in ~2.26!, this term is much smaller than unity also in
the near zone~i.e., along the entirez axis!. Under these con-
ditions, the terms containingc (21) in ~3.1! may be neglected
for all z.0 so that~3.3! becomes

v.~¹sr !p/c2~¹si ! p̄/c, ~3.5!

wherep is given by ~2.20! for points near thez axis. Note
from ~2.16! with ~2.18! that near thez axis ¹sr. z̊
1r/R(z)→ z̊ and ¹si.r/I (z)→0, wherer5(x,y). Recall
also that¹sr is orthogonal to the wavefronts whose local
radius of curvature isR(z).

In the far zone, we note from~2.21! that ¹s
.¹sr→ r̊ , hence

v. r̊p/c, ~3.6!

where herep is given in ~2.22!.

B. The power and energy flux

The power flux is defined as

P~r ,t !5p~r ,t !v~r ,t !. ~3.7!

The expression obtained by inserting~2.15! and~3.3! is quite
complicated. It is therefore convenient to explore the energy
flux

E~r !5E
2`

`

dt P~r ,t !. ~3.8!

One finds that

E~r !5¹sr icg i
i2/cusu21^cg i

,c̄g i

~21!&~si¹sr2sr¹si !/us4u,
~3.9!

where ^ f ,g&5*2`
` dt f(t)g(t) for any two real functionsf

and g. In deriving ~3.9! we used the following relations
which apply for any realf and its Hilbert transformf̄ :^ f , f &
5^ f̄ , f̄ &5i f i2, ^ f , f̄ &5^ f̄ , f &50, and^ f , ḟ &50 ~since f van-
ishes att56`).

In the far zone, the second term in~3.9! vanishes and the
outward radiative energy is described only by the first term.
Both terms are large in the near zone, in particular nearB
where s vanishes, and the field there dominated by strong
reactive fields. The concept oftime-dependent reactive field
and energyhas been introduced and analyzed in Ref. 39 in
the context of electromagnetic fields. Using time-dependent
spherical wave~multipole! expansion, it has been shown that
the time-dependent power radiated by an antenna consists of
radiative and reactive pulses. The radiative power is aposi-
tive outgoing pulseand is unchanged as it propagates away
from the source~carries the same energy!. The reactive
power pulse, on the other hand, is strong in the near zone and
vanishes in the far zone. It carries no net energy: at early
times it propagates out and builds up a transient energy near
the source, but after the radiative pulse has passed it dis-
charges the energy back to the source region.

This phenomenology is demonstrated in Fig. 3, which
depicts snapshots ofP. In order to be able to discern the
off-axis properties ofP and the low-frequency phenomena
discussed in~3.16! below, the PB parameters have been cho-

FIG. 3. Snapshots of the power flowP
at times ct/b50.6 and 1.2. Here,

c
1

(t)5eiad
1

(1)(t2 i
1
2T) as in Fig. 2,

but with cT/b51.2 ~highly noncolli-
mated PB! and a5p/3. ~a! and ~c!:
Distributions of P in the (z,r) plane
~all axes are normalized with respect
to b!. For clearer interpretation, the re-
sults are superimposed on the ellipsoi-
dal wavefront corresponding to the co-
ordinate system of Fig. 1. The arrows
describe the size and direction ofP.
~b! and ~d!: snapshot ofPz on the z
axis at the same times.
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sen to yield a highly noncollimated field. Specifically,c
1

(t)
is the differentiated analyticd used in Fig. 2, but with the PB
parametercT/b51. Figure 3~a! and~c! show the distribution
of P in the (z,r) plane at timesct/b50.6 and 1, while 3~b!
and~d! show plots ofPz along thez axis at the same obser-
vation times. Note from Fig. 3~a! and ~c! that the flow lines
in the near zone deviate from the normal to the wavefronts
Esr

@see, e.g.,~3.9!#, and in particular the relatively strong
‘‘inward’’ flow near B. As discussed in~3.16! below, this
inward flow is strong nearB, but the low-frequency compo-
nents propagate inward also in front of the entire source disk
E0 ~see the shaded zones in Fig. 1!. Indeed, in view of the

relatively low-frequency content of the signalc
1

chosen, the
inward flow of reactive energy is readily observed as the
negative part ofPz behind the leading part of the signal in
Fig. 3~d!.

C. Frequency-domain analysis of the energy flow

We shall explore the constituents discussed above in the
frequency domain~FD!. The FD expressions corresponding
to the field solutions in~2.12! and ~3.1! are

p̂~r ,v!5ĉ~v!s21eiks1 ivt85ĉ~v!s21eiv~gr1 ig i !, ~3.10a!

v̂~r ,v!5¹s@c212~ ivs!21# p̂~r ,v!, ~3.10b!

wherek5v/c and the carets denote field constituents with a
suppressed time dependencee2 ivt with v.0 ~for v,0, one
should take the complex conjugate of these expressions!.
Here ĉ(v) is the ~rather arbitrary! spectrum of the pulse
c(t). In the high-frequency regime such thatkb@1, the so-
lution in ~3.10! has the characteristics of a time-harmonic
Gaussian beam~see, e.g., Refs. 4–7 and 2! but we shall not
dwell here on this interpretation.

Using ~3.10! in conjunction with~3.7! and~3.8!, we ob-
tain

E~r !5
1

p
ReE

0

`

dv p̂~r ,v!v̂* ~r ,v!

5
1

p
ReE

0

`

dvuĉu2usu22e22vg i~c211~ ivs* !21!¹s* ,

~3.11!

where the asterisks denote a complex conjugate.
Next, we consider the total energy radiated out of the

spheroidal wavefrontEsr
,

Erad~sr !5 R
Esr

E•dS, ~3.12!

wheredS is an area element onEsr
. Substituting~3.11!, we

note that onEsi
we have¹s•dS5u¹sr udS, where u¹sr u is

given in ~B2! anddS5hsi
hf dsi df, where the metric coef-

ficients are given in~B5!. The f-integration yields 2p. Re-
calling thatsi changes from2b on the positivez axis tob on
the negative axis, we end up with

Erad~sr !5E
0

`

dvE
2b

b

dsi Esr
~sr ,si ,v! ~3.13a!

with

Esr
~sr ,si ,v!5

2

bc
uĉu2e22k~b1si !

b21sr
2

sr
21si

2 F11
si /k

sr
21si

2G .
~3.13b!

Esr
is the spectral density of the ‘‘outward’’~i.e., the sr)

component ofE.
The si integral in ~3.13! may readily be evaluated by

rewriting ~3.13b! in the form

Esr
~sr ,si ,v!5

21

vb
uĉu2~b21sr

2!
]

]si
Fe22k~b1si !

sr
21si

2 G , ~3.14!

which provides a closed-form result for the outward flow
between any two hyperbolasHsi

. Integrating over the full
domain~i.e., fromsi52b to b!, we end up with

Erad5E
0

`

dvuĉu2
12e24kb

vb
, ~3.15!

i.e., Erad.0 and is independent ofsr as expected. Note that
under the collimation condition in~2.26!, most of the signal
energy is concentrated in the high-frequency rangekb@1
where the exponent in~3.15! is negligible.

While the total energyErad flows outward, thelocal en-
ergy flux Esr

may, in some regions, flow inward. From
~3.13b! the regionDin(v) of inward energy flow is described
by

Din~v!:
si /k

sr
21si

2
,21. ~3.16!

In general,Din(v) is located in front ofE0 ~wheresi,0). A
detailed analysis of~3.16! reveals that for frequencies such
that kb.1, Din(v) has the shape of a ring in front ofE0

whose boundary onE0 is given by 2k21,si,0 ~see the
dark-shaded region in Fig. 1!. In particular, in the high-
collimation range wherekb@1, this ring becomes concen-
trated nearB. For low frequencies such thatkb,1, on the
other hand,Din(v) covers the entire front face ofE0 ~see the
light-shaded region in Fig. 1!. Recall though that at any
given frequency, thetotal energy flows outward throughEsr

,
as implied by~3.15!. It follows that at low frequencies, the
energy is emitted by the back face ofE0 : part of it flows
aroundE0 and is absorbed by the front face, while the other
radiates outward throughEsr

.
The analysis above implies that for practical synthesis of

the CSPB, the frequency spectrum ofc should be concen-
trated at frequencies such thatkb@1. Recalling that the ef-
fective width of the aperture in this range isW0(v)5Ab/k
@cf. ~2.25! and Ref. 2#, it follows that for kb.2,W0 is nar-
rower than the inner radius ofDin(v) which is given bysi

52k21 @see ~3.16!#. Under these conditions the aperture
can be truncated about the effective apertureW0 of ~2.25!,
giving essentially the same field as theexactCSPB which is
generated by the entire source diskE0 .
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IV. SURFACE SOURCES AND EQUIVALENT
SOURCES

We start by recalling the field discontinuity conditions
implied by ~1.1!. Let S be a given surface carrying surface
sources (ss , f s), i.e.,

s5ss~r s ,t !d~n!, f5n̊f s~r ,t !d~n!, ~4.1!

wherer sPS, n̊ is the normal toS at rS , pointing from side
1 to side 2 ofS, andn is the coordinate alongn̊. The field
discontinuities implied by these sources are found from~1.1!
to be

n̊•~v22v1!5ss , p22p15n̊•fs[ f s , ~4.2!

where (vi ,pi) are the limiting value of (v,p) at sidei of S.
Next, let S be a closed surface that encloses all the

sources to the field. We would like to synthesize the field
outsideS due to the sources insideS in terms of surface
sources on it. As will be shown, there exist various realiza-
tions of these sources; of particular interest are those involv-
ing only s or f sources. These alternative realizations are
obtained by choosing insideS an arbitrary solution of the
homogeneous field equation, denoted as (pin,vin). Using
~4.2!, the surface sources are now given by

ss5n̊•~v2vin!uS , f s5~p2pin!uS, ~4.3!

where n̊ is an outward normal toS. Substituting~4.3! into
~1.2!, we obtain

p5E
S
dS8

1
4pR @@ṡs#1~c21@ ḟ s#1R21@ f s# !n̊8•R̊#.

~4.4!

This integral synthesizes the true field (p,v) at points outside
S and the arbitrarily chosen field (pin,vin) at points insideS.

A. Kirchhoff realization

As mentioned before, different source realizations are
generated by choosing different homogeneous solutions
(pin,vin) in ~4.3!. One such choice,

pin50, vin50, ~4.5!

gives rise to what will be identified below as the Kirchhoff
realization. Using~4.5! and ~4.3!, the Kirchhoff sources are

ss5n̊•vuS52]n] t
21puS , f s5puS , ~4.6!

where in the second expression forss we used~1.1b! to
replace the limiting value ofv outsideS by the value ofp
there. When the sources in~4.6! are substituted into~4.4!, we
obtain the true field outsideS and a null contribution inside
S.

Using ~4.6! in ~4.4!, one obtains the conventional Kirch-
hoff integral representation for the radiating field in terms of
the values ofp and]np on S, which is usually obtained by
using the scalar wave equation forp in conjunction with
Green’s theorem.40 Thus, Eq. ~4.6! provides the surface
source realization of this formula.

B. Integral equations for alternative source
realizations

Equation~4.4! synthesizes the field outsideS due to the
sources insideS in terms of bothss and f s sources. Alter-
native formulations are obtained if one chooses different val-
ues for (pin,vin). We shall look, in particular, for realizations
such that eitherf s or ss in ~4.3! vanishes identically onS.
These sources are determined via an integral equation as de-
scribed below.

We start by expressing the field~4.4! for the special case
of the sources in~4.6! as a sum of two terms:p5ps1pf

denoting, respectively, the fields due to thef s andss sources
in ~4.6!. Substituting~4.6! in ~4.4!, these fields may be ex-
pressed in terms of the known fieldp outsideS

pf5E
S
dS8

1
4pR ~c21@ ṗ#1R21@p# !n̊8•R̊,

~4.7!

ps5E
S
dS8

21

4pR
@]n8p#.

Thess-only realization involves thess sources in~4.6! plus
an additional term denoted asss

f that gives rise to theknown
field pf outsideS. ss

f is therefore calculated via the integral
equation onS

E
S
dS8

1

4pR
@ṡs

f #5pf~r ,t !, r ,r 8PS, ~4.8!

wherepf is given in ~4.7! in terms of the known fieldp on
the outer side ofS. Note that the kernel on the left-hand side
of ~4.8! is singular atr 85r , but this singularity can be ex-
tracted explicitly using principal value integration.

The solution of~4.8! is not unique. Recalling from~4.3!
that the internal field (pin,vin) in the ss-only realization sat-
isfiespinuS5puS wherep is the known pressure field outside
S, it follows that the null space of~4.8! is described by
internal field solutions that satisfypinuS50. Such solutions
are possible at discrete frequenciesvn , n51,2,..., which are
the internal resonance frequenciesof S for the ‘‘soft’’
boundary conditionpinuS50. The solution of~4.8! can there-
fore be augmented by a discrete set of eigensolutions of the
form ss

f(r ,t)5(n Rean ssn
(r )e2 ivnt, which do not affect the

field outsideS. A unique solution is obtained by imposing
another criterion, say a minimum energy condition. We shall
not consider this subject here.

Similarly, the f s-only realization involves thef s sources
of ~4.6! plus an additional termf s

s that generates theps field
outsideS. f s

s is found via the integral equation onS

E
S
dS8

1

4pR
~c21@ ḟ s

s#1R21@ f s
s#!n̊8•R̊5ps~r ,t !, r ,r 8PS,

~4.9!

whereps is given in ~4.7! in terms of the known fieldp on
the outer side ofS. As discussed after~4.8!, the solution of
~4.9! is not unique: its null space is described by the internal
resonance frequencies associated the ‘‘hard’’ boundary con-
dition ]npinuS50.
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V. SOURCE DISTRIBUTIONS FOR THE CSPB

It is convenient to consider a source realization on the
ellipsoid Esr

of ~2.9! for a givensr.0. Substituting~2.12!
and ~3.1! into ~4.6!, we obtain

ss5u¹sr uRe$c
1

~t!/cs1c
1

~21!~t !/s2%, ~5.1a!

f s5Re$c
1

~t!/s%, ~5.1b!

wheres, t, and u¹sr u are given in~2.5b!, ~2.12!, and ~B2!,
respectively. These expressions are functions ofsi , which
serves as a coordinate alongEsr

.

Explicit expressions are obtained for the special case
when Esr

shrinks to the source diskE0 of ~2.7!. Denoting
values on the front and back faces ofE0 by the superscript6,
respectively, we find that

s657 ih, g65 i ~b7h!/c, where h5Ab22r2.
~5.2!

Substituting~2.12! and ~3.1! into ~4.6!, we obtain

ss
65

b
h Re$6 ic

1

@ t2 i ~b7h!#/hc2c
1

~21!@ t2 i ~b7h!#/h2%,

~5.3a!

FIG. 4. Waveforms of the surface
sources in ~5.1! on S5Esr

with sr

50.1b. The waveforms are depicted
in the (ct,si) plane withsi , the coor-
dinate alongEsr

varies from2b on the
positive z axis to b on the negative
axis.~a! and~b!: s1s

; ~c! and~d!: s2s
;

~e! and~f!: f s . The pulsec
1

is the dif-
ferentiated analyticd used in Fig. 2
with high-collimation parametercT/b
51023.
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f zs

656puE
0
65Re$ ic

1

@ t2 i ~b7h!#/h%, ~5.3b!

where the upper and lower signs correspond to sources on
the front and back face ofE0 , respectively, whilef zs

6 in the

last expression denotes thez component of thefs source on
the front and back faces ofE0 . Note also the algebraic sin-
gularity of the sources atr5b on the circleB.

Special attention should be given to the collimated case
~2.26! which is the most important one for practical applica-
tions. We note that in this case the relevant part of the source
is concentrated within theeffective aperture W0 ~2.25! on the
front face ofE0 , which is much narrower than the entire disk
E0 @see~2.27!#. Furthermore, under the collimation condition
the contribution of the second term inss is negligible@see
the discussion in~3.4!#. Finally, from ~5.2! it follows that for
r!b,g i

1'r2/2cb, while g i
2'2ib/c, hence in ~5.3! ss

1

@ss
2 and f zs

1@ f zs

2 . Thus, Eq.~5.3! reduces to the simplified

explicit expression for effective sources

css5 f zs
5b21 Re$ ic

1

~ t2 ir2/2cb!%, r;O~W0!. ~5.4!

These simplified sources generate a strong PB field along the
positivez axis that behaves paraxially like the PB in~2.17!
@or ~2.20!#. In all other directions, the resulting field is weak
but due to the approximation in~5.4! it does not have the
exact known form of~2.12!.

Alternatively, one may useonly thess or the f s sources
in ~5.4!. This generates collimated PB along both the positive
and the negativez directions: From~4.4!, the ss source ra-
diates symmetrically in both directions while thef s source
radiates antisymmetrically. Taken together, the contributions
of ss and of f s enhance each other in the positive direction
and cancel each other in the negative direction, thereby radi-
ating a strong PB field only along the positivez axis and a
weak field elsewhere.

Figures 4 and 5 depict the surface sources of the CSPB
realized on an ellipsoidal wavefrontS5Esr

as in~5.1!. Here,

sr is taken to be 0.1b so thatEsr
is close to the branch diskE0

~see Fig. 1!. The waveforms are depicted in the (ct,si) plane
with si being a coordinate alongEsr

(si varies from2b on

the positivez axis to b on the negative axis!. The first and

FIG. 5. Same as Fig. 4, but for noncollimated source withcT/b51.
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second terms in~5.1a! are termeds1s
ands2s

, respectively.

The pulsec
1

is the differentiated analyticd used in Figs. 2
and 3. In Fig. 4 we use a short pulse withcT/b51023 which
yields a collimated PB, while in Fig. 5cT/b51, yielding a
noncollimated field. Note that theeffective width of the
source distribution in Fig. 4 agrees with the estimates forW0

in ~2.25!; hence, the sources there can be truncated and de-
scribed by the simpler expressions in~5.4!. In Fig. 5, on the
other hand, the source distribution is much wider. In this
case one also observes the relatively strong sources at points
nearB(si.0), which are insignificantly small under the col-
limation condition in Fig. 4. These sources become stronger
for smallersr , and become singular whenS shrinks to the
branch diskE0 , yet their contribution is insignificant in the
collimation condition.

VI. SUMMARY AND CONCLUSIONS

Our aim in the present paper has been to explore this
physical source realization of the CSPB. This has been done
within the framework of the acoustic field, by deriving ex-
pressions for the acoustic source distributions and by explor-
ing the power and energy flux near these sources. The sur-
face sources have been derived via the field equivalence
theorems in Sec. IV. The exact source solutions derived in
~5.1! @or ~5.3!# generate theglobally exactCSPB. Yet, from
a practical point of view special emphasis has been given to
the parameter rangecT!b @see~2.26!#; T is the pulse length
and b is the collimation distance! where the CSPB is well
collimated: in this special case the CSPB can be realized
effectively by the simple truncated source distribution in
~5.4! whose spatial supportW0 of ~2.25! is much smaller
than the source support of the exact CSPB.

In order to further clarify the properties of source real-
ization, we have also explored the power flux near the
sources. It has been shown@see~3.16!# that at high frequen-
cies such thatkb@1 ~k is the wave number! the energy is
emitted by a narrow aperture on the front face of the source
disk E0 . At low frequencies, on the other hand, the energy is
emitted by the back face ofE0 : part of it flows aroundE0 and
is absorbed by the front face, while the rest radiates outward
throughEsr

. Thus, for practical synthesis the frequency spec-
trum of the CSPB should be concentrated in the high-
frequency regime, which supports the conclusions of the pre-
ceding paragraph.
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APPENDIX A: ANALYTIC SIGNALS

In order to deal with the complex propagation delays
implied by the complex sources, one needs to use analytic
signals that can accommodate complex time variables. For a

given real signalc(t), tPR, with frequency spectrum

ĉ(v), the dual analytic signalc
1

(t) is defined via the one-
sided inverse Fourier transform

c
1

~t!5
1
p E

0

`

dv e2 ivtĉ~v!, Im t<0. ~A1!

It follows that c
1

(t) is an analytic function in the lower half
of the complext plane. This function may also be defined
directly from thereal datac(t) for real t via

c~t!5
1

p i E2`

`

dt
c~ t !

t2t
, Im t<0. ~A2!

From ~A2!, the limit of c on the realt axis is related to the
real signalc~t! via

c
1

~ t !5c~ t !1 i c̄~ t !, t real, ~A3!

where

c̄~ t !5
21

p E
2`

`

dt8 P c~ t8!

t2t8

is the Hilbert transform, withP denoting Cauchy’s principal
value. The real signal for realt can therefore be recovered

via c(t)5Rec
1

(t).

Thus, if p
1

(r ,t) is an analytic solution of the time-

dependent wave equation, then bothpr5Rep
1

andpi5Im p
1

are real solutions of the wave equation. Henceforth, we shall
only considerpr sincepi or any other linear combination of

pr and pi can be obtained by multiplyingp
1

by a complex
constant and then taking the real part.

APPENDIX B: ADDITIONAL PROPERTIES OF THE OS
SYSTEM

From ~2.8!, one may readily infer the following rela-
tions:

sr
22si

25r 22b2, srsi52zb, ~B1!

¹sr5~rsr2bsi !/usu2, u¹sr u5Ab21sr
2/usu, ~B2!

¹si52~rsi1bsr !/usu2, u¹si u5Ab22si
2usu, ~B3!

¹sr•¹si50, ~B4!

and the metric coefficients40 along the (sr ,si ,f) coordinates
are

hsr
5usu/Ab21sr

2, hsi
5usu/Ab22si

2,

~B5!
hf5b2Ab21sr

2Ab22si
2.
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Calculation of surface wave motions due to a subsurface point
force: An application of elastodynamic reciprocity

J. D. Achenbacha)
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The elastodynamic reciprocity theorem for two time-harmonic elastodynamic states of the same
body is used to determine the surface wave motions generated by a subsurface point load of
arbitrary direction in an isotropic, homogeneous, elastic half-space. The actual surface wave
motions due to the point load expressed in a suitably general form represent one of the states, while
the other one is an appropriately selected auxiliary solution consisting of incoming and outgoing
surface waves. A direct application of the reciprocity theorem yields the desired information on the
generated surface wave motion. ©2000 Acoustical Society of America.@S0001-4966~00!04304-6#

PACS numbers: 43.20.Rz, 43.20.Bi@ANN#

INTRODUCTION

Reciprocity theorems in elasticity theory provide an in-
tegral relation between displacements, stress components,
and body forces for two different loading states of the same
body. The various forms of reciprocity theorems, together
with applications, have been discussed in some detail by
deHoop.1 As discussed by Love,2 for the elastostatic case the
principal theorem is due to Betti.3 A more general theorem,
which includes the elastodynamic case, was given by
Rayleigh.4 Statements of elastodynamic reciprocity theorems
using a contemporary notation can be found, among others,
in the books by Achenbach,5 Achenbach, Gautesen, and
McMaken,6 and deHoop.1

Reciprocity theorems are generally used to check the
consistency of elastodynamic solutions or to derive systems
of integral equations. The purpose of the present paper, how-
ever, is to give a direct application to the computation of
elastodynamic displacement fields generated by time-
harmonic concentrated forces.

In earlier work, a reciprocity theorem was used to deter-
mine the coefficients in the wave mode expansion produced
in an elastic layer by a time-harmonic point load applied in
an arbitrary direction, see Achenbach and Xu.7 Point-load
problems are usually solved by an application of the Hankel
transform technique with an evaluation of the inverse trans-
form by contour integration and residue calculus. That ap-
proach does in fact result in displacement expressions that
are superpositions of wave modes by considering the contri-
butions from poles. In Ref. 7 the displacements are, however,
directly expressed as wave mode expansions, and the coeffi-
cients are obtained by applying the reciprocity theorem to the
wave mode expansions and a suitably selected auxiliary so-
lution.

In the present paper, we use the reciprocity theorem to
calculate the surface wave motion generated by a time-
harmonic point load applied in an arbitrary direction in the
interior of a half-space. The calculation does not include a
consideration of the body waves generated by the point load.

For a point load applied normal to a half-space, it is shown
that the surface wave motion is the same as that obtained in
the conventional manner by use of the integral transform
approach.

The general formulation of the wave fields follows a
recent paper by Achenbach.8 In a Cartesian coordinate sys-
tem (x1 ,x2 ,z), the displacement components are expressed
in terms of products such asv i(z)w(x1 ,x2)exp(ivt), where
w(x1 ,x2) satisfies a simple reduced wave equation. The
function w(x1 ,x2) acts as a carrier wave for propagation
parallel to thex1 ,x2 plane. The carrier wave supports mo-
tions that depend on thez coordinate only and that are rep-
resented byv i(z). This formulation is particularly suited for
Lamb waves in a layer and surface waves on a half-space.
For the specific problems considered in this paper, Hankel
functions represent the appropriate carrier waves, but any
solution of the reduced wave equation forw(x1 ,x2) can be
used. The analysis of the variation of motion with depth
results in the Rayleigh equation for the velocity of surface
waves on a half-space.

It is well-known that the dynamic response to a time-
harmonic point load normal to a half-space was solved by
Lamb,9 who also gave explicit expressions for the generated
surface wave motion. The surface wave motion can be ob-
tained as the contribution from the pole in integral represen-
tations of the displacement components that involve Hankel
functions. The analogous transient time-domain problem for
a load normal to a half-space was solved by Pekeris.10 The
displacement solutions for a transient tangential point load
applied to the surface of a half-space were worked out by
Chao.11

I. FORMULATION

Figure 1 shows a half-space of homogeneous, isotropic,
linearly elastic material, referred to a Cartesian coordinate
system such that thex1x2 plane coincides with the surface of
the half-space. The half-space is subjected to a time-
harmonic point load atx15x250, z5z0 pointing in an arbi-
trary direction. Without loss of generality, the coordinate
system is chosen such that the load acts in thex1z plane. Thea!Electronic mail: achenbach@nwu.edu
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surface wave response of the half-space is sought as the su-
perposition of the responses to the vertical component,P,
and the horizontal component,Q.

Following an earlier paper by Achenbach,8 we seek so-
lutions for the displacement components in the general forms

ua~x,t !5
1

k
V~z!

]w

]xa
~x1 ,x2!eivt, ~1!

uz~x,t !5W~z!w~x1 ,x2!eivt, ~2!

wherea51,2, andk is a wave-number-like quantity

k5v/c. ~3!

In the following analysis, the harmonic time factor
exp(ivt) will be omitted, and Greek indices will exclusively
refer to thex1 andx2 axes.

Solutions of the forms~1! and ~2! were considered by
Achenbach,8 who showed that these expressions satisfy the
elastodynamic equations of motion if the dimensionless
function w(x1 ,x2) is taken as the solution of

w,aa1k2w50, ~4!

where repeated suffices indicate a summation, andV(z) and
W(z) are solutions of the following system of ordinary dif-
ferential equations:

~l1m!
dW

dz
1

m

k

d2V

dz2
1

rv2

k
V~z!5k~l12m!V~z!, ~5!

~l12m!
d2W

dz2
1rv2W~z!5~l1m!k

dV

dz
1mk2W~z!. ~6!

Here,l andm are Lame´’s elastic constants andr is the mass
density. Solutions of the forms~1! and ~2! are particularly
convenient for bodies with one or more free surfaces or in-
terfaces parallel to thex1x2 plane. Examples are Lamb
waves in a layer or surface waves on a half-space. For such
cases the functionw(x1 ,x2), which can be any solution of
Eq. ~4!, acts as a carrier wave for the propagation in planes
parallel to thex1x2 plane, while the functionsV(z) andW(z)
describe the thickness motions for Lamb waves and the
depth variations for surface waves.

For the half-spacez>0, we seek solutions of~5! and~6!
that decay exponentially with depth. Such solutions can be
written as

V~z!5@d1e2pz1d2e2qz#A, ~7!

W~z!5@d3e2pz2e2qz#A. ~8!

Here,A is a multiplying constant of length dimension, and

p25k22
v2

cL
2 , wherecL

25
l12m

r
, ~9a!

while

q25k22
v2

cT
2 , wherecT

25
m

r
. ~9b!

Also,

d152
1

2

k21q2

kp
, d25

q

k
, ~10!

d35
1

2

k21q2

k2 . ~11!

It can be verified that Eqs.~7! and ~8! satisfy the system of
ordinary differential equations~5!–~6!.

II. SURFACE WAVE MOTION GENERATED BY Q

Let us first consider the wave motion generated by a
time-harmonic point load applied in the direction of thex1

axis. In cylindrical coordinates (x15r cosu,x25r sinu,z),
Eqs.~1! and ~2! can be rewritten as

ur5
1

k
V~z!

]w

]r
~r ,u!, ~12!

uu5
1

k
V~z!

1

r

]w

]u
~r ,u!, ~13!

uz5W~z!w~r ,u!, ~14!

and Eq.~14! becomes

]2w

]r 2 1
1

r

]w

]r
1

1

r 2

]2w

]u2 1k2w50. ~15!

The first point of consideration now is to select the right
solution of Eq.~15! for w(r ,u). For this, we take guidance
from the displacement in an unbounded solid when a time-
harmonic point force in thex1 direction,F, is applied at the
origin. In a Cartesian coordinate system, this solution can be
written as

ui5
1

kT
2

F

m

]

]xi

]

]x1
@2G~kLR!1G~kTR!#1

F

m
G~kTR!d i1 ,

~16!

whered i1 is the Kronecker delta, and

G~kgR!5e2 ikgR/4pR, ~17!

whereg is L or T, and

kL
25v2/cL

2 , ~18a!

kT
25v2/cT

2 , ~18b!

FIG. 1. Homogeneous, isotropic, linearly elastic half-space subjected to a
subsurface time-harmonic point load.
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R25x1
21x2

21z2. ~19!

The displacements in cylindrical coordinates follow
from Eq. ~16! as

ur5
F

m H 1

kT
2

]2

]r 2 @2G~kLR!1G~kTR!#1G~kTR!J cosu,

~20!

uu5
F

m H 1

kT
2

1

r

]

]r
@G~kLR!2G~kTR!#2G~kTR!J sinu, ~21!

uz5
F

m

1

kT
2

]2

]z]r
@2G~kLR!1G~kTR!#cosu, ~22!

where

R25r 21z2. ~23!

These solutions show a simple dependence onu. It is to be
expected that the presence of a traction-free surface parallel
to the plane ofr andu does not change this dependence. This
has been shown to be true by Chao11 for a point load applied
tangentially to the surface of the half-space. By comparing
Eqs.~12!–~14! with Eqs.~20!–~22!, it then immediately fol-
lows that we should take

w~r ,u!5F~kr !cosu, ~24!

where according to Eq.~15!, F(kr) must be the solution of

d2F

dr2 1
1

r

dF

dr
1S k22

1

r 2DF50. ~25!

The solution to Eq.~25! for an outgoing wave compat-
ible with the time factor exp(ivt) is

F~kr !5H1
(2)~kr !. ~26!

We can equally well consider an incoming wave, i.e., a wave
which converges on the origin

F̄~kr !5H1
(1)~kr !. ~27!

For simplicity of notation, we will useF(kr) andF̄(kr) in
subsequent expressions rather than the Hankel functions. The
notation ofF8(kr) is used for the derivative with respect to
the argument:F8(j)5dF/dj.

For outgoing surface waves, the corresponding displace-
ments and stresses are

ur5V~z!F8~kr !cosu, ~28!

uz5W~z!F~kr !cosu, ~29!

uu5V~z!S 21

kr DF~kr !sinu, ~30!

s rz5S rz~z!F8~kr !cosu, ~31!

szz5Szz~z!F~kr !cosu, ~32!

s rr 5S rr ~z!F~kr !cosu2S̄rr ~z!

3F 1

kr
F8~kr !2

1

~kr !2 F~kr !Gcosu, ~33!

suz5Suz~z!S 1

kr DF~kr !sinu, ~34!

s ru5S ru~z!F 1

kr
F8~kr !2

1

~kr !2 F~kr !Gsinu, ~35!

whereV(z) andW(z) are defined by Eqs.~7! and ~8!, and

S rz~z!5mFdV

dz
1kWG , ~36!

Szz~z!52mFcL
2

cT
2 S kV2

dW

dz D22kVG , ~37!

S rr ~z!52mFcL
2

cT
2 S kV2

dW

dz D12
dW

dz G , ~38!

S̄rr ~z!52mkV, ~39!

Suz~z!52mFdV

dz
1kWG , ~40!

S ru~z!522mkV. ~41!

Substitution of the expressions forV(z)W(z) yields

S rr ~z!5m@d4e2pz1d5e2qz#A, ~42!

S rz~z!5m@d6e2pz1d7e2qz#A, ~43!

S ru~z!52m@d1e2pz1d2e2qz#A, ~44!

Szz~z!5m@d8e2pz1d9e2qz#A, ~45!

Suz~z!52m@d6e2pz1d7e2qz#A, ~46!

S̄rr ~z!522m@d1e2pz1d2e2qz#A, ~47!

where

d45
1

2
~k21q2!

2p21k22q2

pk2 , d5522q, ~48!

d652
k21q2

k
, ~49a!

d75
k21q2

k
, ~49b!

d852
1

2

~k21q2!2

pk2 , ~50a!

d952q . ~50b!

The surfacez50 should be free of surface tractions. It is
immediately seen that( rz(0)50 and (uz(0)50, while
(zz(0)50 requires that

F~k!5~k21q2!224k2pq50. ~51!

By substitutingp and q from Eqs. ~9a! and ~9b! using v
5kc, Eq. ~51! assumes the better-known form

S 22
c2

cT
2D 2

24S 12
c2

cL
2D 1/2S 12

c2

cT
2D 1/2

50. ~52!

Equation ~52! is the equation for the phase velocity,c
5cR , of Rayleigh surface waves. As is well-known, only
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one mode of surface wave motion, with wave numberkR

5v/cR , can propagate along the surface of a half-space.
In addition to the displacements defined by Eqs.~1! and

~2!, we may also consider wave motions that are equivolu-
minal, with displacements that are parallel to thex1x2 plane.
The corresponding wave motions are horizontally polarized.
They may be represented by

u15
1

l
U~z!

]c

]x2
, ~53!

u252
1

l
U~z!

]c

]x1
, ~54!

anduz[0, wherec(x1 ,x2) is a solution of

¹2c1 l 2c50. ~55!

Substitution into the displacement equations of motion
shows that the displacements given by Eqs.~53! and~54! are
elastodynamic displacement solutions provided that

d2U

dz2 1q2U50, ~56!

where q25(v/cT)22 l 2. There are no solutions of Eqs.
~53!–~56! that represent surface waves. Hence, horizontally
polarized waves are not further considered in this paper.

III. USE OF ELASTODYNAMIC RECIPROCITY

The reciprocal identity relates two elastodynamic states
of the same body. For two distinct time-harmonic states, la-
beled by superscriptsA and B: f i

A , ui
A , s i j

A , and f i
B , ui

B ,
s i j

B , wheref i
A and f i

B are body forces, we have for a region
V with boundaryS ~Ref. 6, p. 34!

E
V
~ f i

Aui
B2 f i

Bui
A!dV5E

S
~ui

As i j
B2ui

Bs i j
A !nj dS, ~57!

wherenj are the components of the outward normal.
Equation~57! will now be applied to the problem of a

time-harmonic point load applied inside a half-space. The
point load generates surface waves, and we will determine
the amplitude of these surface waves by using Eq.~57!. For
V, we take the region defined by 0<r<b, 0<z,`, 0<u
<2p. For stateA we take the displacements

ur
A5CVR~z!F8~kRr !cosu, ~58!

uz
A5CWR~z!F~kRr !cosu, ~59!

uu
A5CVR~z!S 21

kRr DF~kRr !sinu, ~60!

whereC is an unknown amplitude factor,kR is the solution
of Eq. ~51!, and VR(z) and WR(z) are defined by Eqs.~7!
and~8!, but with k5kR , while F(kRr ) is given by Eq.~26!.
For stateB we take a dummy solution consisting of the sum
of an outgoing and a converging wave

ur
B5 1

2V
R~z!@F8~kRr !1F̄8~kRr !#cosu, ~61!

uz
B5 1

2W
R~z!@F~kRr !1F̄~kRr !#cosu, ~62!

uu
B5

1

2
VR~z!S 21

kRr D @F~kRr !1F̄~kRr !#sinu, ~63!

whereF̄(kRr ) is defined by Eq.~27!.
The displacements defined by Eqs.~61!–~63! are

bounded atr 50. It can be verified that the left-hand side of
Eq. ~57! becomes

Qur
R~0,0,z0!5 1

2QVR~z0!. ~64!

Hence, we obtain

1

2
QVR~z0!5bE

2p

0 E
2`

0

$@ur
As rr

B 2ur
Bs rr

A #1@uz
As rz

B

2uz
Bs rz

A #1@uu
As ru

B 2uu
Bs ru

A #%du dz. ~65!

In Eq. ~65! all field variables are evaluated atr 5b.
We now define an integralI as

I 5
1

A2E
0

`

@S rr
R ~z!VR~z!1S rz

R ~z!WR~z!#dz. ~66!

Upon substitution of the pertinent displacements and stresses
in Eq. ~65!, we then obtain

QVR~z0!5CA2IT, ~67!

whereI is defined by Eq.~66!, and

T5pb@F8~kRb!F̄~kRb!2F̄8~kRb!F~kRb!#. ~68!

This expression can be further simplified by using the fol-
lowing identity for Hankel functions~Ref. 12, p. 198!:

d

dj
Hy

(1)~j!Hy
(2)~j!2Hy

(1)~j!
d

dj
Hy

(2)~j!5
4i

pj
. ~69!

We obtain

T52
4i

kR
, ~70!

and Eq.~67! yields

C52
kR

4i

QVR~z0!

IA2 . ~71!

Substitution of the expressions forS rr
R (z), S rz

R (z), VR(z),
and WR(z), given by Eqs.~42!–~43! and ~7! and ~8!, but
with k5kR , into Eq. ~66! yields a relative simple integral
over z which can easily be evaluated. The parameterkR ap-
pearing in the integral is the solution of Eq.~51!.

To simplify subsequent expressions, we introduce the
dimensionless Rayleigh wave velocity by

j5
v

cT

1

kR
. ~72!

We also introduce

qR
2512j2, ~73!

and

pR
2512

j2

k2 , ~74!

where
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k25
cL

2

cT
2 5

2~12y!

122y
~75!

herey is Poisson’s ratio. Carrying out the integration of Eq.
~66! yields after some further manipulation

I 5mJ, ~76!

where Eq.~66! yields

J52
113qR

2

2qR
1~11qR

2 !F11qR
2

2pR
1

qR

pR
(pR2qR)1

1

pR
G

2
~11qR

2 !2

8pR
3 ~114pR

22qR
2 !. ~77!

By using ~59!, ~26!, and~71!, the vertical displacement
at position (r ,u,z1) may then be written as

m

Q

uz
R

kR
52

1

4i

1

J

VR~z0!

A

WR~z1!

A
H1

(2)~kRr !cosu, ~78!

where

VR~z0!5@d1e2pRkRz01d2e2qRkRz0#A, ~79!

WR~z1!5@d3e2pRkRz12e2qRkRz1#A. ~80!

IV. SURFACE WAVE MOTION GENERATED BY P

For the axially symmetric case, the relevant solution
w(kRr ) of Eq. ~15! is

w~kRr !5H0
(2)~kRr !. ~81!

Analogously to Eqs.~58! and~59! the displacements for
stateA, which are the surface wave displacements generated
by P, are

ur
A52DVR~z!H1

(2)~kRr !, ~82!

uz
A5DWR~z!H0

(2)~kRr !, ~83!

whereVR(z) andWR(z) follow from Eqs.~7! and~8!, andD
is the unknown amplitude factor. The relevant corresponding
stresses may be written as

s rz
A 52DS rz~z!H1

(2)~kRr !, ~84!

s rr
A 5DFS rr ~z!H0

(2)~kRr !1S̄ rr ~z!
1

kRr
H1

(2)~kRr !G , ~85!

whereS rz(z), S rr (z), andS̄ rr (z) are defined by Eqs.~43!,
~42!, and ~47!, respectively. For stateB, we select the
dummy solution

ur
B52 1

2V
R~z!@H1

(2)~kRr !1H1
(1)kRr !],

uz
B5 1

2W
R~z!@H0

(2)~kRr !1H0
(1)~kRr !#.

Equation~57! now yields

PWR~z0!52
4i

k
DI , or D52

k

4i

PWR~z0!

IA2 , ~86!

where Eq.~69! has been used, andI is defined by Eq.~66!.
By using Eqs.~82!, ~83!, and~86!, the displacements at

position (r ,u,z1) may then be written as

m

P

ur
R

kR
5

1

4i

1

J

WR~z0!

A

VR~z1!

A
H1

(2)~kRr !, ~87!

m

P

uz

kR
52

1

4i

1

J

WR~z0!

A

WR~z1!

A
H0

(2)~kRr !. ~88!

Here, VR(z1)andWR(z0) are given by Eqs.~79! and ~80!,
but with z0 andz1 interchanged.

V. DISCUSSION

As shown in this paper, the surface wave displacements
due to a subsurface time-harmonic point load are relatively
easy to obtain by using the reciprocity theorem. It will, how-
ever, be of interest to verify the results for internal consis-
tency, and by comparison with analogous results obtained by
the use of Hankel transform techniques. First, we will check
the reciprocity of the solutions given by Eqs.~78! and ~87!.
The simplest check of reciprocity is for the case that a ver-
tical unit load is applied atr 50, z5z0 , and a horizontal unit
load is applied atr 5r , z5z1 . In that case, the displacement
ur at r 5r , z5z1 , u50 due to the vertical load should be
just the same as the displacementuz at r 5r , z5z0 , u5p
due to the horizontal load. It is easily verified that this equal-
ity is indeed satisfied.

For the special case of a vertical point load applied at
r 50, z50 the vertical surface wave displacement at (r ,0) is
available from a number of sources. It has been shown that
the solution may be expressed as

uz~r ,0!5
2P

4p

1

m

v2

cT
2 E

2`

` p~k!

F~k!
kH0

(2)~kr ! dk. ~89!

The Rayleigh wave is the contribution from the pole at the
point k5kR , where kR is the solution of Eq.~51!, i.e.,
F(k)50. We find

uz5
P

2

i

m

v2

cT
2

~kR
22v2/cL

2!1/2

F8~kR!
kRH0

(2)~kRr !, ~90!

where

F8~kR!5
dF~k!

dk U
k5kR

. ~91!

It is convenient to recast Eq.~90! in the form

m

P

uz

kR
5Uz~j!H0

(2)~kRr !. ~92!

Here,

Uz~j!5
i j2~12j2/k2!1/2

8F8~j!
, ~93!

wherej is defined by Eq.~22! and

F8~j!52~22j2!22pRqR2
qR

21pR
2

pRqR
. ~94!

Casting~78! in the form ~92! for z050 andz150 yields

Uz~j!5
i

16

~12qR
2 !2

J
. ~95!
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Equations~93! and~95! both represent the surface wave
generated by a time-harmonic point load applied normal to
the surface of a homogeneous, isotropic, linearly elastic half-
space. The question of interest is whether they do in fact give
the same numerical result. This can easily be checked by a
simple calculation. Let us consider the case of Poisson’s ra-
tio y50.25. For this case, Eq.~75! yields k253, and the
solution ofF(j)50 is

j50.919 402. ~96!

Substitution of this value in Eqs.~93! and ~95! yields for
both cases exactly the same value, namely,

Uz520.917 429i . ~97!

The author believes that it is in fact possible to manipulate
the two expressions forUz and show analytically that they
are the same, but he has not succeeded in doing so.

The method presented here also applies to layered half-
spaces, to a transversely isotropic half-space with the sym-
metry axis normal to the free surface, and to certain cases of
continuous inhomogeneity in thez direction.
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Wave-number-based assessment of the doubly asymptotic
approximation. I. Frequency domain wet surface impedance
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The doubly asymptotic approximation~DAA ! is a canonical relationship for the interaction between
surface normal velocity and pressure. Its validity for a slender hemicapped cylinder is examined by
formulating a frequency domain version of DAA using the global basis functions employed in the
wave-number-based formulation of the surface variational principle@K. Wu and J. H. Ginsberg,
ASME J. Vib. Acoust.120, 392–400~1998!#. The wet surface impedance matrix, which relates the
spectral representation of normal velocity to a corresponding representation of pressure, is obtained
according to a second-order version of DAA and according to the surface variational principle.
Comparison and interpretation of the results reveals that DAA fails to account for highlights
associated with transition from supersonic to subsonic surface waves as the surface wavelength
decreases with frequency held constant. ©2000 Acoustical Society of America.
@S0001-4966~00!05303-0#

PACS numbers: 43.20.Tb, 43.30.Jx, 43.40.Qi, 43.40.Ey@ANN#

INTRODUCTION

Most analyses of the response of submerged and surface
vessels to underwater shock have relied on the doubly
asymptotic approximation~DAA ! to describe the surface in-
teraction. The time domain relation between surface pressure
and normal velocity is described in a DAA approximation by
a set of coupled linear differential equations. The literature
on DAA is rich. The method was developed by Geers as an
outgrowth of analyses of the response of infinitely long cy-
lindrical shells,1,2 and spherical shells3 to an incident wave
having a step discontinuity. In essence, the original develop-
ment examined the Laplace transform of the response to
identify two asymptotic limits. For early times~larges!, the
equations governing structural response were found to be
dominated by the plane-wave limit, in which the pressure is
proportional to the local normal velocity. The late time
~small s! relations were found to be essentially the incom-
pressible limit, in which the pressure is proportional to the
normal acceleration through an added mass impedance that
is obtained as a global property. Further developments intro-
duced improvements by correcting the plane wave limit to
account for surface curvature,4 and to extend the asymptotic
matching to higher order.3 Application of DAA to treat sub-
merged structures with internal fluid domains is discussed by
Geers and Zhang,5 which also describes derivation of the
various levels to which the asymptotic approximations may
be carried.

The remarkable aspect of DAA is that, despite its wide
application, it has not been fully validated. The exterior
acoustic radiation problem for spheres and infinite cylinders
may be represented as separable wave functions, whereas no
closed form solution is possible for a capped cylinder, which
is the shape of primary concern for most submerged struc-

tures. Thus, application of DAA to the finite geometry rep-
resents a fundamental assumption that the overall quality of
the technique is independent of decoupling phenomena in-
herent to a separation of variables solution. Because analyti-
cal solutions for finite geometries do not exist, predictions
obtained from DAA models have been compared in numer-
ous studies to data obtained from small scale and full scale
tests. It is difficult in such situations to ascertain whether
discrepancies are due to the assumptions in DAA, shortcom-
ings of the structural aspect of the model, or problems with
the experiment.

Nicholas-Vullierme6 performed a study in the frequency
domain in order to provide a rational basis for the various
DAA versions. The Fourier transform of a time derivative is
an (2 ika) factor ~based on time being nondimensionalized
asct/a, wherea is a cross-section dimension!. As a result,
the DAA time domain equations relating surface pressure
and normal displacement correspond in the frequency do-
main to a linear matrix equation for the corresponding trans-
formed amplitudes; the coefficients of the transfer matrix are
functions of ka. The present implementations of DAA are
truncated at second derivatives, so these coefficients were
considered by Nicholas-Vullierme to be quadratic ink. The
terms characterizing the transfer relations were obtained by
expanding the surface Helmholtz integral equation in powers
of k for the low frequency~late-time! asymptotic, and in
powers of 1/k for the high-frequency ~early-time!
asymptotic. Various levels of DAA approximation were
identified, depending on how many terms in each asymptotic
expansion are used to represent the frequency dependence of
the pressure-displacement equation coefficients. Subse-
quently, Gears and Toothaker7 examined the quality of vari-
ous DAA levels of approximation for spheres and infinite
cylinders.

Nicholas-Vullierme’s work is the starting point for the
present study, whose purpose is to provide an analytical as-a!Electronic mail: jerry.ginsberg@me.gatech.edu
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sessment of the validity of DAA for slender bodies. The
overall concept is to use a validated structural acoustics for-
mulation as the reference solution over a broad range of fre-
quencies. Then the fluid-structure interaction aspects of that
formulation, which will be seen to be the wet surface imped-
ance, are replaced by the relations obtained from a DAA
formulation. It is important that the only aspect that is modi-
fied is the physical law governing the surface interaction—
the structural dynamics laws are not altered, nor are the basis
functions associated with fluid and structural responses.

The structural acoustic solution used here as the refer-
ence is obtained from the work of Wu and Ginsberg,8–10 in
which the surface variational principle~SVP! was refined
and coupled to a Ritz expansion of the shell response. The
former governs the surface pressure stemming from a speci-
fied normal velocity, while the latter yields equations for the
structural displacement corresponding to a specified surface
pressure. This method is selected as the reference for several
reasons. As described by Wu and Ginsberg, the method pro-
vides one with self-contained error estimates, and it has been
thoroughly validated against standard structural acoustics
programs. In addition, unlike the standard boundary or finite
element formulations, the response variables in SVP have
physical significance as amplitudes of waves. Correspond-
ingly, an assessment of the degree to which DAA deviates
from the reference solution indicates the spatial scales over
which DAA is valid.

The first step, which is the topic of the present paper, is
a derivation of the DAA wet surface impedance correspond-
ing to the global basis function representation of surface re-
sponse used previously for SVP. Typical results for this
quantity are compared with those obtained from SVP. The
second part of the work will present the methodology for
assessing the correctness of DAA for structural motion, and
the results of that assessment.

I. SVP REFERENCE SOLUTION

Wu and Ginsberg9,10 coupled the surface variational
principle and a Ritz expansion of the displacement field of a
capped cylindrical shell. In doing so, they extended to asym-
metric excitation Chen and Ginsberg’s wave-number-based
formulation11 for axisymmetric situations. The overall proce-
dure entails selecting individual series expansions represent-
ing the positional dependence of the surface pressure, the
surface normal velocity, and the shell’s displacement field.
The focus here is on derivation of the wet-surface imped-
ance.

The body to be used for the assessment is a cylindrical
shell of lengthL and radiusa capped at both ends by hemi-
spherical shells. Position along the wetted surface is mea-
sured by the azimuthal angle measured along a slice trans-
verse to the longitudinal axis, and arclengths is measured
along a meridian obtained from a cutting plane containing
the longitudinal axis. One apex is defined ass50, and the
arclength to the other apex,s05L1pa, is used to define a
nondimensional meridional distance,a5s/s0 . The azi-
muthal dependence of each response variable is represented
by a complex Fourier series over2p<u<p. Thea depen-
dence of surface pressure and normal velocity associated

with each azimuthal harmonic is represented by half-range
Fourier series extending over 0<a<1. For response to an
excitation at frequencyv, all time dependencies are repre-
sented by an exp(2ikat) factor that is suppressed, wheret
5ct/a is nondimensional time. Thus,

p5
1

2
rc2 (

m52`

`

(
j 51

N

Pj
mc j

m~a!exp~ imu!,

~1!

v'5
1

2
c (

m52`

`

(
j 51

N

Vj
mc j

m~a!exp~ imu!.

Different series functionsc j
m are selected for the axisymmet-

ric harmonicm50, and formÞ0, in order to satisfy conti-
nuity conditions at the apexes,

c j
m5H cos~ j pa!, j 50,1, ... if m50,

sin~ j pa!, j 51, ... if mÞ0.
~2!

In view of the trigonometric nature of Eqs.~1! and ~2!, the
coefficientsPj

m and Vj
m may be interpreted as the surface

trace of the acoustic waves that radiate and evanesce into the
fluid field. On the cylindrical segment of the surface, these
are a helical wave set, whose trace wavelength in the axial
direction is 2s0 / j .

To obtain equations governing the pressure coefficients
Pj

m one substitutes Eq.~1! into the SVP functional, which is
a double integral over the wetted surface. This functional
reduces to a quadratic sum after integration. The functional
is stationary with respect to infinitesimal changes of the pres-
sure coefficients when these pressure coefficients have the
value appropriate to a specified set of velocity coefficients.
Requiring this stationarity leads to

@Am#$Pm%5 ika@Bm#T$Vm%, ~3!

where@Am# and@Bm# are coefficients involving double sur-
face integrals at eachka. An important consequence of the
axisymmetry of the wetted surface is decoupling of the azi-
muthal harmonics, which is manifested here by the super-
script m denoting that the associated array contains only the
quantities associated with harmonicm. Solution of Eq.~3!
yields the wet surface impedance according to SVP,@ZSVP

m #,
where

$Pm%5@ZSVP
m #$Vm%, @ZSVP

m #5 ika@Am#21@Bm#T. ~4!

II. DAA FREQUENCY DOMAIN REPRESENTATION

The wet surface impedance embodies the physical laws
describing the interaction between the vibrating wetted sur-
face and the surrounding fluid. The present test of DAA is
based on replacing the SVP impedance by the corresponding
relation associated with a DAA approximation. This relation
must be based on using Eq.~1! to represent the surface re-
sponse. The foundation for the development is provided by
Nicholas-Vullierme,6 whose analysis expanded the surface
Helmholtz integral in power series ofk for low frequency
excitation, and power series of 1/k for high frequency exci-
tation. To employ Nicholas-Vullierme’s work, which used an
exp(1ivt) factor, his quantities are converted to their com-
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plex conjugate, and the potential function used previously is
replaced byp/ ivr. The resulting expression for low fre-
quency excitations is

p~x!5 ivr@T0~v'~x!!1kT1~v'~x!!#, ~5!

where p(x)5 ivrT0(vn(x)) is the limiting relation fork
→0, andT1(v'(x)) is associated with monopole radiation of
the vibrating surface,

T1~v'~x!!52
i

4p E E v'~x!dS. ~6!

The high frequency expansion is a local curved wave repre-
sentation,

v'~x!5
p~x!

rc
2

1

iv
k~x!p~x!, ka@1, ~7!

where k(x) is the mean curvature of the surface,k(x)
5 1

2 (k11k2), with k1 andk2 being the principal curvatures.
For the present application, these relations must be con-

verted to relations between$Pm% and$Vm%. This is obtained
by introducing the series expansions for pressure and normal
velocity, Eq.~1!, into Eqs.~5!–~7!, then employing a Galer-
kin procedure, in whichc j

(m) are weighting functions and the
integration extends over the entire wetted surface. The result
obtained from Eq.~5! for low frequencies is

$Pm%5 ika@@T0
m#1ka@T1

m##$Vm%, ka!1. ~8!

The term@T0
m# refers to the wet-surface impedance in the

limit as ka→0, so it may be interpreted as the added mass at
zero frequency.~How this quantity is determined will be
discussed later.! The monopole term only contributes to the
m50 harmonic, because only that term has a nonzero mean
value over the surface. Specifically,

@T1
m#5H @W0#21@U# if m50

0 if mÞ0,
~9!

where

Wjn
m 5E

0

1

c j
mcn

mR da, U jn5E
0

1

c j
0R daE

0

1

cn
0R da,

~10!

with aR(a) being the radial distance from the cylinder axis
to a point on the meridian at arclengths0a. A similar Galer-
kin procedure applied to the high frequency approximation,
Eq. ~7!, leads to

$Vm%5$Pm%2
1

ika
@Hm#$Pm%, ka@1, ~11!

where

@Hm#5@Wm#21@km#, k jn
m 5E

0

1

ak~a!c j
mcn

mR da.

~12!

The last phase of the development is to derive a relation
between$Pm% and$Vm% whose expansions for low and high
ka, respectively, match Eqs.~8! and~11!. This is achieved by
noting that the coefficient matrices@Am# and @Bm# are fre-
quency dependent. If one assumes that they are analytic in

ka, then they may be expanded in power series of that vari-
able. The number of terms retained in the series indicates the
DAA order. Because the pressure should vanish in the limit
aska→0, a truncation at quadratic terms gives

@@ I #1 ika@A1
m#2~ka!2@A2

m##$Pm%

5@ ika@B1
m#2~ka!2@B2

m##$Vm%, ~13!

where@I# denotes the identity matrix. Equations for the ele-
ments of@Aj

m# and@Bj
m# are obtained by solving Eq.~13! for

$Pm%, then matching to Eq.~8! the expansion of that result in
powers ofka. Additional equations are obtained by solving
Eq. ~13! for $Vm%, then expanding the result in powers of
1/ka, and matching it to Eq.~11!. Nicholas-Vullierme cat-
egorized the order of the DAA approximation by the number
of terms on either side of Eq.~13! that are actually required
to match. The present assessment of DAA uses the highest
order approximation identified by Nicholas-Vullierme,
DAA-2, for which

@A1
m#5@@T0

m#1 i @T1
m#@Hm##@Qm#21@T0

m#21,

@A2
m#5@B2

m#5@@T0
m#2 i @T1

m#@T0
m#21#@Qm#21, ~14!

@B1
m#5@T0

m#,

with

@Qm#5@T0
m#211@Hm#. ~15!

Solution of Eq.~13! yields the DAA-2 version of the wet
surface impedance,

@ZDAA
m #5@@ I #1 ika@A1

m#2~ka!2@A2
m##21

3@ ika@B1
m#2~ka!2@B2

m##. ~16!

The only quantity undefined at this juncture is the
added-mass matrix,@T0

m#. Its evaluation corresponding to a
boundary element formulation was described by deRuntz.12

For the present purpose, using such as evaluation would not
be suitable because the discrete nature of the boundary ele-
ment formulation is unlike the series representations ofp and
v' used here. One could convert the boundary element rep-
resentation to the present variables. However, to do so would
still lead to ambiguity, because differences between DAA
and SVP predictions could be attributed to discrepancies in
their low frequency behavior. In order to avoid this,@T0

m# is
derived from the SVP surface impedance evaluated atka
50,

@T0
m#5 lim

ka→0
H 1

ika
@ZSVP

m #J . ~17!

It is readily verified that as a consequence of this selection,
@ZDAA

m #→@ZSVP
m # aska→0.

The issue of spurious resonances associated with acous-
tic interaction formulations relying on a boundary integral
arises in the computation of@T0

m# according to Eq.~17!. As
shown by Wu and Pierce,13 the surface variational principle
fails to give a unique solution at the Neumann eigenfrequen-
cies of the interior domain~zero velocity at the surface!. The
fundamental Neumann eigenfrequency of any interior do-
main is ka50; the corresponding eigenmode is a constant
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pressure. Hence, a spurious resonance situation is encoun-
tered when SVP is used to compute@T0

m# for m50. The
remedy is offered by Wu,14 who showed that adding an in-
terior point constraint in the manner employed for theCHIEF

program15 leads to well behaved solutions whenka matches
any interior eigenfrequency.@At any frequency, proximity of
ka to a resonance is indicated in the SVP formulation by a
rapid rise in the condition number of@Am# appearing in Eq.
~3!, which marks a potential difficulty with invertibility.
None of the nonzero frequencies for the present computa-
tions were found to be problematic, but the interior point
constraint could have been used if necessary.#

An interesting sidebar to this development of DAA
arises from comparing Eqs.~3! and ~13!, which shows that
the DAA-2 representation is equivalent to a quadratic fit to
the actualka dependence of the elements of@Am# and@Bm#.
The dependence onka of a few representative coefficients of
@A0# for a hemicapped cylinder whose aspect ratio isb
[L/2a55 appears in Fig. 1. The curves display a highly
oscillatory behavior, which is vastly different from the qua-
dratic behavior associated DAA in Eq.~13!. From this per-
spective, it would seem unlikely that DAA results will match
solutions obtained from SVP.

III. COMPARISON OF WET SURFACE IMPEDANCE

A column Zn j
m , fixed j, of either wet surface impedance

represents the spectrum of wave amplitudesPn
m that would

be generated if the sole contribution to the surface velocity
wereVj

m51. EachPj
m andVj

m corresponds to a surface dis-
tribution whose half-wavelength in the meridional direction
is s0 / j . Hence, an examination of the wet surface matrix
provides an indication of the range of spatial scales over
which DAA yields a valid description for the surface inter-
action. Such information may be displayed in terms of con-
tour maps. To construct such a map, one must recognize that
the hemicapped cylinder is symmetric about its transverse
midplane. Consequently,Zn j

m is composed of symmetric and
antisymmetric contributions, in whichj andn have the same
parity, even or odd. The terms for whichj andn have differ-
ent parity are zero. The results displayed here are for sym-
metric interactions, which are indicated by Eq.~1! to bej and
n even form50, andj andn odd for mÞ0. In view of the
discrete nature of the wave-number spectrum, the impedance
values ~real and imaginary! will be displayed as contours
using 232 cells whose value isZn j

m for j andn at the lower
left corner of the cell.

Results for@ZDAA
m # and @ZSVP

m # were computed forb
5L/2a52 and 5,ka51, 4, 7, and 10, andm50 to 5. The
results forb52 andka57 yield a general picture. Figure 2
compares the real parts form50, while Fig. 3 provides the
corresponding comparison of the imaginary parts. Note that
the lower left-hand corner of the contour maps corresponds
to the~1, 1! element of the matrix. The impedance terms for
which j 5n are termed self-impedances, because they de-
scribe the pressure amplitude generated by a normal velocity
wave having the same wavelength. Cross-impedance shall
refer to pressure waves generated by velocity waves having
different wavelength. Also, it is useful to recall that the real
part of the impedance is the resistive effect responsible for
acoustic radiation. When the imaginary part is positive, it
corresponds to an added-mass effect, whereas a negative
value is spring-like.

It is evident in Figs. 2 and 3 that either description leads
to self-impedances that are much larger than the cross im-
pedances. Both analyses indicate the maximum values occur
in the vicinity of j 5n516. These maxima are indicated by
SVP to be larger, and to vary more abruptly away from the
maxima. Also, all cross impedances are very small according
to DAA, with the largest cross impedance having a magni-

FIG. 1. Selected coefficients in the SVP equations,L/2a55, m50.

FIG. 2. Real part of the wet surface impedance,L/2a52, ka57, m50.

FIG. 3. Imaginary part of the wet surface impedance,L/2a52, ka57, m
50.
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tude of 0.03, while the largest self-impedance magnitude is
1.31. In comparison, the SVP cross-impedance magnitudes
in the vicinity of n5 j 516 are approximately 20% of the
adjacent self-impedances. Particularly noteworthy in this re-
gard isZ18,16, which is essentially a positive imaginary value
corresponding to an elastic impedance, while the imaginary
part of the self-impedances are all negative and therefore
mass-like.

A more detailed view of the self-impedances is provided
by Fig. 4. It can be seen that the SVP prediction of the real
part begins from a nearly unit value for smallj, rises to a
maximum aroundj 514 and 16, then essentially vanishes for
larger j. DAA yields a real part that is close to the SVP
values away from the peak, but it significantly underpredicts
the peak values. Also, the DAA prediction falls off quite
gradually beyond the peak. For the imaginary part, SVP
starts from a small negative value at smallj, quickly de-
creases to a minimum atj 516, then ascends monotonically
toward zero for largerj. As in the case of the real part, the
imaginary part of the self-impedance matches the SVP value
quite well away from the peak, and the peak DAA value is
much smaller in magnitude.

The variability in the SVP values is due to a transition
from supersonic to subsonic waves on the cylindrical sur-
face. To see why, consider Fig. 5, which depicts the trace on
the cylindrical surface of a wave at azimuthal harmonicm.
The wave vectorkm j indicates the direction in which this
wave spirals relative to the meridional directions. The wave-

length measured in the direction ofkm j is ls ; the trace of
this wavelength in the circumferential direction is the peri-
odicity length 2pa/m, while the trace in the meridional di-
rection is 2s0 / j . A geometrical evaluation shows that the
spiral wavelength is

ls52s0

~pa!

@~ j pa!21~ms0!2#1/2. ~18!

When the spiral wavelength is greater than the acoustic
wavelength,ls.2p/k, the wave is supersonic, whilels

,2p/k corresponds to subsonic waves. The transition oc-
curs when

j tr5S 2

p
b11D @~ka!22m2#1/2. ~19!

For the parameters associated with Figs. 2–4, this yieldsj
516, which matches the transition of the SVP self-
impedances.

As a further illustration of the manifestation of helical
wave phenomena, consider the case of an infinite cylinder,
whose solution is provided by Junger and Feit.16 In that so-
lution a surface normal velocity in the form of a single heli-
cal velocity wave generates only a pressure wave whose
trace along the surface is comparable. Specifically, if the
surface velocity is

v'~z,u!5c Re$V exp@ i ~kzz1mu2vt !#%, ~20!

then the pressure field will be

p~R,z,u!5rc2 Re$PHm~kRR!Vj
m

3exp@ i ~kzz1mu2vt !#%,

whereHm( ) denotes the first Hankel function. The imped-
ance factor obtained from this solution is

Z[
p~a,z,u!

v'~z,u!
5

ikaHm~kRa!

kRaHm8 ~kRa!
, kR5~k22kz

2!1/2. ~21!

Note that cases wherekz,k correspond to supersonic helical
waves, andZj j is complex. In the subsonic case,kz.k, one
must select the branch cut that yields a positive imaginary
value for kR . The corresponding value ofZj j is purely
imaginary.

To apply Eq.~21! to the capped cylinder one equates the
axial wave numberkz to the dimensional meridional wave
numberj p/s0 . The spectrum for the capped cylinder is dis-
crete, whereas that for the infinite cylinder is continuous. For
this reason Fig. 5 depicts Eq.~21! as a continuous line,
whereas markers are used to denote the impedance values
obtained from SVP and DAA. The self-impedance values
obtained from the SVP analysis are in extraordinarily close
agreement with the values obtained from an infinite cylinder
model.

Consideration of Eq.~19! leads to insight as to how the
patterns in Figs. 2 and 3 are altered by changing the azi-
muthal harmonic, excitation frequency, and aspect ratio. Fig-
ures 6 and 7 are the analogs to Figs. 2 and 3 form55.
Increasingm in Eq. ~19! yields j tr511. The self-impedance
plot in Fig. 8 shows that this falls in the range where both
parts ofZj j

5 obtained from SVP show a maximum. The over-

FIG. 4. Self-impedance,L/2a52, ka57, m50.

FIG. 5. Trace of a wave along the cylindrical surface.
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all nature of both the SVP and DAA contours remains the
same as form50, with the exception that all cross imped-
ances obtained from SVP are small, so that the only impor-
tant terms obtained from SVP and DAA in this case are the
self-impedances.

In comparison to the self-impedances in Fig. 4 form
50, the SVP values are less like the infinite cylinder values,
until the wave number exceedsj tr . Also, the peak in the SVP
data are lower and more spread out. As was true form50,
the DAA self-impedances away fromj tr are in good agree-
ment with SVP, and the peak values are underpredicted by
DAA. In fact, DAA only barely indicates the presence of the
peak. This shortcoming of DAA was previously noted by
Geers and Felippa.17

According to Eq.~19!, the supersonic spectrum is cutoff
for m.ka. This was confirmed in the computations. For
example, whenb52 andka54, the SVP self-impedances
for m55 are essentially negative imaginary values that as-
ymptotically approach zero with increasingj, which is a
trend that can be anticipated by moving the peaks in Fig. 8 to
the left beyond the origin.

The wet-surface impedances for other frequencies and
aspect ratios behave qualitatively in the same manner as the
cases displayed thus far. The primary change is the location

of the supersonic to subsonic transition, as described by Eq.
~19!. This shifts the highlights of the contours, which occur
whenever m,ka, and essentially rescales the self-
impedances to match the new location of the transition. To
illustrate this, Figs. 9 and 10 describe the caseb55, ka
57, m51. The corresponding maximum value of Re(Zjj

1)
occurs atj 529, which agrees with the value ofj tr obtained
from Eq. ~19!. One noteworthy difference relative to the
lower aspect ratio is that the cross impedances in Figs. 9 and
10 show more rapid and larger excursions in the vicinity of
j tr . In comparison, DAA continues to give negligibly small
values for all cross impedances, and it underpredicts the peak
values of the self-impedances.

To further demonstrate the common features of the wet-
surface impedance for different system parameters, the self-
impedances forb55 andka54 are displayed in Fig. 11 for
m50 ( j tr517) and Fig. 12 form52 ( j tr514). The SVP
results in Figs. 11 and 12 strongly resemble those in Fig. 4
for the lower aspect ratio, and they are quite close to the
infinite cylinder values. The trends for the DAA self-
impedances also are like those in Fig. 4. Specifically, DAA
matches the SVP values away fromj tr , and it underpredicts
the impedance values in the vicinity ofj tr .

IV. SUMMARY AND CONCLUSIONS

The surface pressure and normal velocity associated
with the frequency domain response of a submerged, hemi-
capped cylindrical shell were represented as series whose

FIG. 6. Real part of the wet surface impedance,L/2a52, ka57, m55.

FIG. 7. Imaginary part of the wet surface impedance,L/2a52, ka57, m
55.

FIG. 8. Self-impedance,L/2a52, ka57, m55.

FIG. 9. Real part of the wet surface impedance,L/2a55, ka57, m51.

1903 1903J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 Jerry H. Ginsberg: Wet surface impedance in DAA



basis functions are globally defined. The series representa-
tion may be interpreted as a superposition of helical-like
waves traversing the wet surface, which are the surface trace
of the waves radiated into the surrounding fluid. The surface
variational principle led to a description of the wet-surface
impedance giving the pressure wave amplitudes that are gen-
erated by a set of normal velocity amplitudes. The SVP de-
scription of this quantity contains no approximations other
than those contained in the basic model, specifically ideal
fluid theory. The same series representation was used to de-
rive a DAA rule for the surface interaction at a specified
frequency. The rule was obtained by matching power series
expansions of the surface Helmholtz integral equation to a
series expansion of a standard form of the relation between
pressure and normal velocity. The derived result was an ex-
pression for the wet-surface impedance according to DAA-2
~a quadratic truncation!. This impedance relates the same
variables as the impedance obtained from SVP. Furthermore,
it was constructed to match the SVP wet surface impedance
in the low frequency limit.

Comparisons of the DAA and SVP results lead to some
general observations. Two types of impedance effects were
identified. Self-impedances describe the pressure wave gen-
erated by a velocity wave having the same wave vector. It
was shown that DAA is indeed doubly asymptotic, in that for
a specified aspect ratio, azimuthal wave number, and fre-
quency, the self-impedance obtained from DAA does match

the dependence obtained from SVP for low and high wave
numbers. For intermediate wave numbers the SVP wet sur-
face impedance is dominated by a supersonic to subsonic
transition that is well-described by helical wave theory for
infinite cylinders. Below the cutoff wave number, the wave
is supersonic and the specific radiation impedance seen by
this wave is essentially resistive; the self-impedance is essen-
tially mass-like above this wave number. The self-
impedances obtained from SVP near the cutoff wave number
exhibit extrema and change rapidly. These values are closely
approximated by the infinite cylinder model, but they are
significantly underpredicted by DAA-2.

Cross impedances describe the pressure wave generated
by a surface velocity whose wave vector is different. Such
coupling does not exist for an infinite cylinder. The cross
impedances are predicted by DAA-2 to be negligibly small
for all wave-number pairs. The cross impedances obtained
from SVP also are negligible, except for wave-number pairs
in the vicinity of the supersonic-subsonic cutoff. In that re-
gion there is significant coupling between waves whose
wave numbers are adjacent. This is the primary effect of the
finite length of the cylinder.

The observations that DAA-2 underpredicts the self-
impedances in the vicinity of the supersonic-subsonic cutoff,
and that it completely misses the cross impedances in that
range have the same explanation. The concept of any DAA is
to match the low and high frequency behavior, which in the
frequency domain is equivalent to the short and long wave-
length spectra. The degree to which it matches phenomena at
an intermediate wave number depends on the degree to
which such phenomena are manifested at either extreme. The
peak value of the SVP self-impedances in the vicinity of the
cutoff is confined to a small interval of wave numbers. Fur-
thermore, SVP indicates that coupling effects described by
the cross impedances are negligible for low and high wave
numbers. In this view it is not surprising that DAA-2, by
interpolating the intermediate wave numbers from both ex-
tremes, fails to recognize the transition phenomena at cutoff.
It has been shown by Geers7 that a DAA based on retaining
cubic terms in the low and high frequency asymptotic expan-
sions does a better job in matching the self-impedances for
an infinite cylinder. However, it is unlikely that any level of
DAA approximation could ever correctly predict the cross
impedances, which are only significant in the region around
the cutoff wave number.

FIG. 10. Imaginary part of the wet surface impedance,L/2a55, ka57, m
51.

FIG. 11. Self-impedance,L/2a55, ka54, m50.

FIG. 12. Self-impedance,L/2a55, ka54, m52.
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It is reasonable at this juncture to consider the signifi-
cance of the foregoing phenomena for an investigation of
response. For an analysis of the displacement of a submerged
body due to a specified force excitation, underprediction of
the wet surface impedance in a spectrum of wave numbers is
likely to result in an overprediction of the response in that
spectrum. This suggests that if an excitation generates sig-
nificant displacement patterns over spatial scales matching
the wavelengths where the transition from supersonic to sub-
sonic waves occurs, then DAA will overpredict the response.
On the other hand, if the response is dominated by either
long or short wavelength patterns, DAA should provide rea-
sonably good results. The correctness of this hypothesis is
explored in the second part of this investigation.

The present analysis discloses the limitations of DAA
from an acoustic viewpoint. Although DAA is intended to be
employed as a tool for evaluating structural response, a few
investigations have overlooked the limitation.18,19 Ille20,21

has used the present SVP data to show that even very small
cross impedances must be retained if one wishes to correctly
predict radiated power. For example, completely ignoring
cross-impedance effects in an axisymmetric response can
lead to errors of 10 dB in radiated power. As noted, DAA
does not accurately represent the highlights of the interaction
phenomena at the supersonic-subsonic transition. Given
Ille’s findings, it is likely that the radiated field obtained
from a DAA formulation would be seriously in error.
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Wave-number-based assessment of the doubly asymptotic
approximation. II. Frequency and time domain response
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In part I, the surface variational principle~SVP! and the doubly asymptotic approximation~DAA !
were used to generate alternative descriptions of the frequency domain wet surface impedance.
These are used here to obtain alternative descriptions of the displacement field in slender
hemicapped cylindrical shells. This field is represented as a decomposition into a two-dimensional
wave-number space. The responses that are obtained are frequency domain transfer functions for a
point force at the midplane, evaluated for a discrete set of frequencies. Solutions obtained from first-
and second-order versions of DAA are compared to the SVP result. Then temporal responses are
obtained by using an inverse fast Fourier transform to evaluate the convolution of the transfer
functions with a prototypical temporal excitation. The results reveal that DAA and SVP differ most
in the vicinity of fluid-loaded resonances. The largest disagreement is encountered for the
axisymmetric portion of the response. It is shown that DAA often greatly underpredicts peak
displacements and accelerations, but a few cases lead to overprediction. ©2000 Acoustical Society
of America.@S0001-4966~00!05403-5#

PACS numbers: 43.20.Tb, 43.30.Jx, 43.40.Qi, 43.40.Ey@ANN#

INTRODUCTION

The doubly asymptotic approximation~DAA ! is a ca-
nonical relationship for the time-domain interaction between
surface normal velocity and pressure. It is widely used to
predict the dynamic displacement of ships and submarines to
an incident shock wave. The initial derivations of DAA by
Geers1–3 followed from trends observed in analyses using the
Laplace transform to determine the shock response of a
spherical shell and an infinitely long cylindrical shell. The
term ‘‘doubly asymptotic’’ stems from the fact that the ap-
proximation matched the behavior of the Laplace transform
solution in the early and late time limits, which correspond in
the frequency domain to high and low frequencies, respec-
tively. The lack of analytical solutions for other geometries
has inhibited efforts to validate DAA for the types of con-
figurations encountered in practice, specifically, slender bod-
ies having finite length. The present work addresses this
shortcoming.

The first part of the present investigation derived a fre-
quency domain representation of DAA.4 The basis for that
derivation was the general treatment of the Kirchhoff surface
integral performed by Nicholas-Vullierme,5 in which the in-
tegral was expanded in power series ofk for low frequency
and of 1/k for high frequency, (k5v/c). The development
in part I applied the general formulation to the case where
the surface response~pressure and normal velocity! is de-
scribed by the wave-number-based representation associated
with a recent application of the surface variational principle
~SVP!,6,7 which yields a consistent representation having a
self-containeda posterierror estimate. The outcome of part I
was a description of the wet-surface impedance describing

the spectrum of pressure waves generated by a spectrum of
normal velocities at a specified frequency. It was shown in
part I that the DAA wet-surface impedance fails to match the
SVP values in the range of wave numbers at which the sur-
face waves transition from supersonic to subsonic relative to
the fluid. Away from this range, DAA was found to match
SVP reasonably well.

As noted in part I, one consequence of the shortcoming
of DAA in predicting wet-surface impedance in the vicinity
of the cutoff wave number is that it should not be used to
predict the surface pressure, as one would do in a structural
acoustic evaluation of acoustic radiation and scattering.
However, the purpose of DAA is to compute the dynamic
displacement of the structure, rather than the acoustic field in
the surrounding fluid. It is possible that the errors in the
surface pressure are unimportant when they are applied as
loads on the structure. In addition, errors at any specific fre-
quency may be smeared out in the time domain, in view of
the convolution theorem properties associated with the Fou-
rier transform.

These issues are explored here. The frequency domain
response of a shell in the shape of a cylinder with hemi-
spherical caps is formulated using the method of assumed
modes. The excitation is taken to be a point normal force
applied at the midplane. Although such a force is unrealistic,
it serves well as a diagnostic tool. Specifically, by exciting a
broad spectrum of spatial wave numbers it allows for assess-
ment of DAA over the wide range of spatial scales.

The structural displacement components are represented
in the analysis by a Ritz expansion using basis functions that
subtend the entire wetted surface, following the formulation
of Wu and Ginsberg.6,7 This leads to a set of Lagrange equa-
tions for the amplitudes of the basis functions. The loading
associated with the surface pressure is described in terms ofa!Electronic mail: jerry.ginsberg@me.gatech.edu
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the wet surface impedance. Structural responses are evalu-
ated by using first- and second-order DAA theories, as well
as SVP, as alternative descriptions of the impedance. The
variables that are examined are the amplitudes of surface
displacement in wave-number space. In addition to compar-
ing these variables over a broad range of frequencies, the
inverse fast Fourier transform is used to construct alternative
time responses of these amplitudes. An extensive set of data
is used to deduce the quality of DAA.

I. FREQUENCY DOMAIN FLUID-STRUCTURE
EQUATIONS

The structure under consideration is a cylindrical shell
of lengthL, radiusa, and thicknessh capped at both ends by
hemispherical shells of the same thickness. Position along
the wetted surface is measured by the azimuthal angleu mea-
sured along a slice transverse to the longitudinal axis and
arclengths measured along a meridian obtained from a cut-
ting plane containing the longitudinal axis. One apex is de-
fined ass50, and the arclength to the other apex,s05L
1pa, is used to define a nondimensional meridional dis-
tance,a5s/s0 , 0<a<1. The azimuthal dependence of sur-
face pressure and normal velocity for the fluid are repre-
sented by a complex Fourier series.

The shell’s response is modeled using Love’s assump-
tions, which includes the effects of extension of the midsur-
face and flexure, but omits the effects of transverse shear and
rotatory inertia. Each azimuthal harmonic of the displace-
ment vector is represented by a Ritz series that describes the
manner in which that harmonic varies in thea direction. The
basis functions for displacement componentsu, v, andw in
the meridional, circumferential, and normal directions, re-
spectively, are formed by mapping the natural mode func-
tions of a spherical shell into the meridian. Specifically, the
polar anglef for the spherical shell mode functions is re-
placed bypa to obtain the appropriate terms for the capped
cylinder. Such functions are selected as a convenient device
for satisfying continuity conditions at the apexes for the
shell, which are much more complicated than they are for the
fluid. The resulting displacements are
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m Cmn jFmn j

u ~a!

3exp~ imu!,

v~a,u,t!5
1

2i
a (

m52`

`

(
n5m

N

(
j 51

3

qn j
m Dmn jFmn j

v ~a!

3exp~ imu!, ~1!

w~a,u,t!5
1

2
a (

m52`

`

(
n5m

N

(
j 51

2

qn j
m Fmn j

w ~a!exp~ imu!.

The functionsFmn j
u , Fmn j

v , and Fmn j
w are formed from

spherical harmonics £n
m(cospa), and j refers to the branch

number for the spherical shell vibration mode. In this repre-
sentationqn j

m (t), where time is nondimensionalized ast
5ct/a, may be interpreted as the modal amplitude for the
shell vibration. However, the only configuration in which

these variables are inertially and elastically uncoupled is a
spherical shell. Expressions for the basis functionsFmn j

r and
the coefficientsCmn j and Dmn j are given by Naghdi and
Kalnins,8 as well as Wu and Ginsberg.6,7

The structural dynamic formulation invokes Hamilton’s
principle, with Eq.~1! used to form the kinetic and potential
energies, and the contributions of an exciting force and sur-
face pressure to the virtual work. After integration over the
surface of the shell, the energy expressions reduce to qua-
dratic sums in the modal amplitudes. Because of the axisym-
metry of the shell, the azimuthal harmonics uncouple. Thus,
the coefficients in the kinetic energy quadratic sum are the
inertia coefficientsMnp jl

m for the harmonic, and the corre-
sponding coefficients in the strain energy are the stiffness
coefficientsKnp jl

m . Explicit expressions for these terms as
integrals over 0<a<1 containing products of the basis
functionsFmn j

r and their derivatives are given by Wu.9

Equations of motion for the modal amplitudes are those
of Lagrange. For steady-state response, the dependence on
nondimensional time may be represented by an exp(2ikat)
factor, which is factored out. The resulting structural dy-
namic equations are

@@Km#2~ka!2@Mm##$qm%5$Qf
m%1$Qp

m%. ~2!

In the above,$qm% are the set of modal amplitudes for azi-
muthal harmonicm grouped by sector number,

$q0%5@q11
0 q12

0 q21
0 q22

0 q31
0

¯ #T,
~3!

$qm%5@q11
m q12

m q13
m q21

m q22
m q23

m
¯ #T;

m.0,

where the special form of them50 case stems from the fact
that there are only two vibration branches because the cir-
cumferential displacement mode is not excited in that case.

The term$Qf
m% represents the generalized forces associ-

ated with an external excitation. The present study considers
a concentrated force at frequencyv whose amplitude is
2pa2rc2f . This force acts normally to the wetted surface at
a5a f , and its location is considered to defineu50. To
construct the corresponding generalized forces the third of
the displacement series in Eq.~1! is used to describe the
virtual displacement fielddw in the integral expression for
the virtual work. Collecting the coefficients ofdqn j

m leads to

~Qf
m!n j5 f Fmn j

w ~a f !. ~4!

A construction of virtual work also leads to the general-
ized forces$Qp

m% associated with the surface acoustic pres-
sure. In the wave-number version of SVP, the surface pres-
sure and normal velocity are expanded in complex Fourier
series representing theu dependence, combined with half-
range Fourier series that describe thea dependence of each
azimuthal harmonic. The combined series are
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The termsC j
m(a) are sinusoidal functions that are defined in

Eq. ~2! of part I. As explained there, Eq.~5! may be inter-
preted as a superposition of waves running along the surface,
with meridional wavelength 2s0 / j and circumferential
wavelength 2pR(a)/m, whereR(a) is the radial distance
from the axis of symmetry to a midsurface point. Along the
cylindrical surface, these wavelengths are the traces in the
respective directions of a wave that travels in a helical man-
ner. Likewise, the spectrum of surface waves described by
Eq. ~5! are the trace along the wet surface of the propagating
and evanescent waves shed into the surrounding fluid.

Axisymmetry of the wetted surface leads to uncoupling
of the azimuthal harmonics for surface interaction, as it did
for the structural displacement. The transfer matrix giving
the pressure amplitudesPj

m corresponding to a set of normal
velocity amplitudesVj

m is the wet surface impedance@ZSVP
m #,

such that

$Pm%5@ZSVP
m #$Vm%. ~6!

For a given shape of the wetted surface, this impedance de-
pends only onka. The evaluation of this term was treated in
part I, which also used the doubly asymptotic approximation
to obtain an alternative description. Actually, there are sev-
eral versions of DAA that one may use. These were shown
by Nicholas-Vullierme5 to correspond to different levels of
approximation of the Kirchhoff surface integral. Truncation
at powers of quadratic powers ofk for low frequency and
quadratic powers of 1/k for high frequency correspond to
DAA-2, which is the highest order version in present use.
~Nicholas-Vullierme refers to this as the two-high, two-low
version!. The form of DAA-2 corresponding to the wave
amplitude variables was found in part I to be

@ZDAA-2
m #5@@ I #1 ika@A1

m#2~ka!2@A2
m##21

3@ ika@T0
m#2~ka!2@A2

m##. ~7!

The coefficient matrices, which are defined in Eqs.~9!–~15!
of part I, are independent ofka.

It also is useful here to consider the lowest order ver-
sion, DAA-1, which has often been employed in the past.
~This is referred to by Nicholas-Vullierme as the 1-high,
1-low version of DAA.! It corresponds to first order trunca-
tions of the low- and high-frequency expansions of the sur-
face integral. Consequently, its form is simpler, which makes
its time domain version easier to program and quicker to
execute than DAA-2. To obtain the DAA-1 relation, one
merely zeros out@A2

m# in Eq. ~7!, and replaces@A1
m# by

@T0
m#, which is proportional to the limiting surface imped-

ance at very lowka values. Thus,

@ZDAA-1
m #5 ika@@ I #1 ika@T0

m##21@T0
m#. ~8!

It is possible to eliminate the pressure variables from the
structural equations of motion. The first step is to substitute
the pressure series, Eq.~5!, into the generalized forces asso-
ciated with the surface pressure. This leads to

$Qp
m%52@Lm#$Pm%, ~9!

where@Lm# is formed from inner products ofC j
m andFmn j

w ,

Ln jl
m 5E

0

1

Fmn j
w ~a!c l

m~a!R~a!da. ~10!

Let @Zm# denote the wet surface impedance associated with
SVP or either DAA version. Substituting$Pm%5@Zm#$Vm%
into Eq. ~9! then requires elimination of$Vm%, which is
achieved by enforcing velocity continuity at the interface.
This entails matching the series forẇ derived from Eq.~1! to
the expansion forv' in Eq. ~5!. These operations yield

$Vm%52 ika@Gm#$qm%. ~11!

The coupling matrix@Gm# is obtained from the orthogonality
properties of the azimuthal and meridional Fourier series
used to representv' in Eq. ~5!, which leads to

G ln j
m 5

1

2
e lE

0

1

Fmn j
w ~a!c l

m~a!da, ~12!

wheree l52 unlessl 50, in which casee l51. Equation~11!
then leads to an expression for$Qp

m% in terms of$qm%. When
that expression is substituted into the equations of motion,
Eq. ~2! becomes

@@Km#2~ka!2@Mm#2 ika@Lm#@Zm#@Gm##$qm%5$Qf
m%.

~13!
These algebraic equations are readily solved for the

modal amplitudes at any frequency. The specifics of the re-
lationship between surface pressure and velocity appear in
Eq. ~13! solely in @Zm#. Comparing solutions obtained from
the DAA relations in Eqs.~7! and ~8! to the SVP results
associated with Eq.~6! provides a picture of the errors en-
tailed in using either form of DAA at any specified fre-
quency.

II. TIME DOMAIN RECONSTRUCTION

The developments in Sec. I yield a frequency domain
perspective for the spatial response scales. The Fourier trans-
form of a Dirac delta function att50 is unity, so the results
for $qm% obtained from Eq.~13! in the case of a point force
of unit amplitude independent of frequency constitute fre-
quency domain transfer functions, or equivalently, Fourier
transforms of modal amplitude impulse responses. Viewing
the results as transfer functions will be seen to be very mean-
ingful in assessing the quality of DAA. However, DAA is
intended primarily as a tool for evaluating shock response in
the time domain. Errors in the frequency response might not
have significant effect, depending on the spectral content of
the excitation. For this reason, time responses obtained from
DAA and SVP also will be compared. Toward this end, Eq.
~13! is considered to define a transfer matrix@Dm(ka)# for
the modal amplitudes associated with the Fourier transform
of the impulse response,

@Dm~ka!#5@@Km#2~ka!2@Mm#2 ika@Lm#@Zm#

3@Gm##21. ~14!

The quantities of interest in shock response are displace-
ment and acceleration. Although each variable consists of
three components, it is sufficient for the present purpose to
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restrict attention to the direction normal to the wetted sur-
face. Furthermore, it is physically meaningful to view the
results in terms of the meridional wave-number amplitudes.
To obtain these variables the value of$Vm% corresponding to
a solution for$qm% is obtained by applying Eq.~11!, after
which dividing or multiplying by2 ika, respectively, yields
displacement and acceleration, so that

$Wm~ka!%5@Gm#@Dm~ka!#$Qf
m~ka!%,

~15!
$Ẅm~ka!%52~ka!2@Gm#@Dm~ka!#$Qf

m~ka!%.

These are the frequency domain representations of the modal
amplitude response to an impulsive force. Now suppose that
the time domain dependence of the exciting force isf (t),
corresponding to Fourier transformF(ka). The frequency
domain displacement and acceleration for each wave number
is then given by

$wm~ka!%5F~ka!$Wm~ka!%,
~16!

$ẅm~ka!%5F~ka!$Ẅm~ka!%.

Both of these relations correspond to Fourier transforms of
convolution integrals in thet domain, which are readily
computed as inverse fast fourier transforms~FFTs!.

Several factors require consideration prior to implement-
ing the FFT. The first issue is the nature of the excitation.
The force should excite the structure over a broad range of
azimuthal and meridional wave numbers, in order to obtain a
complete assessment. Also, one should recognize that com-
puting the transfer matrix@Dm(ka)# according to DAA or
SVP involves considerable computational effort. To address
these issues the point force excitation is placed at the mid-
point of the meridian. Because the basis functions for normal
displacement have unit values ata50.5, the generalized
forces associated with the excited mode functions are com-
parable in magnitude, see Eq.~4!. Also, because the force is
applied at the transverse midplane, the response is symmetric
about that plane. Symmetry permits the number of variables
to be halved because only the symmetric basis functions par-
ticipate. Specifically, it is possible to zero out the odd me-
ridian wave numbers form50, and the even numbers for
mÞ0.

Another issue pertaining to the force is selection of its
temporal behavior, which should be reasonably similar to
what would be obtained in an actual shock event. Doing so
ensures that errors in DAA in a limited range of frequencies
are not biased excessively in the convolution process. Ac-
cordingly, the temporal wave form of the force is taken in
the examples to be a decaying exponentialf 5exp
(2t/t8)h(t), whereh(t) denotes a step function. The time
constant for the examples is selected as the value obtained
from Rogers’ analysis10 of spherical shock waves in the case
of 500 kg of TNT at a radial distance of 99 m, specifically,
t850.384. The Fourier transform of the excitation is

F~ka!5
t8

12 ikat8
. ~17!

As shown in Fig. 1, the spectrum of this excitation is quite
broad, which means that the transfer matrix needs to be com-

puted for rather high values ofka. However, the quality of
standard structural acoustics computations for very high fre-
quencies is an ongoing question. The surface variational
principle has been validated only for values up toka515.
Furthermore, examination of Eq.~17! for the above-given
value oft8 would show thatuFu at ka510 is approximately
25% of the peak value, which occurs atka50, and the spec-
trum ka,10 contains 88% of the total energy in the wave
form. Setting the transform of the excitation to zero forka
.10, as is done for the examples appearing later, permits
usage of a relatively small model for the fluid-structure sys-
tem. The shortest meridional wavelength captured by the
analysis will bes0/120, which corresponds to using 61 sym-
metric basis functions for pressure, normal velocity, and
each of the shell displacement components.

It should be noted that cutting off the response above
ka510 is equivalent to applying a step low pass filter to the
frequency window, which is noncausal. The consequence of
such a process is temporal responses that do not have zero
initial values att50. In principle, a causal filter, which
gradually tapers off aska approaches 10 could be used.
However, the purpose of the present study is to ascertain the
quality of DAA across the entire spectrum associated with a
shock event, rather than actually determining the time do-
main response. Using a causal filter would mask the degree
to which differences between DAA and SVP in the high
frequency range are significant.

In the FFT formulation presented by Presset al.,11 the
time window is2T/2<t<T/2, where the window width is
related to the frequency incrementDka by T5p/Dka. Sam-
pling of the DAA and SVP data for several elements of$qm%
vs ka indicated that all frequency domain features of the
plots are captured with a frequency incrementDka50.25.
However, this leads to a maximum~nondimensional! time of
T/2512.57, which would not be sufficient to see inverse
FFTs for the termporal response fully decay.~In the usual
application, applying a FFT to time domain data that are not
taken over a sufficiently long time window leads to aliasing
of the transform.! Rather than carrying out the frequency
domain computations for a smaller frequency increment, the
frequency domain results were interpolated fromDka
50.25 toDka50.0625 using a cubic spline fit, which yields
T/2550.27 as the time window. In other words, frequency
domain responses$Wm% were computed according to Eq.
~15! using SVP and both DAA versions forka50, 0.25,
0.5,.., 10. The cubic spline routine then gave values for each
element of$Wm% at three equally spaced frequencies within
each interval. Finally, the$Ẅm% data set was obtained by

FIG. 1. Frequency spectrum of the excitation.
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multiplying each $Wm% by the corresponding value of
2(ka)2. It should be noted here that although the transfer
functions displayed below seem to be rather coarsely
scanned usingDka50.25, the data satisfy the Nyquist sam-
pling criterion. This was verified by comparing inverse FFTs
using the interpolated data to the corresponding results using
the original data. In each case, the wave forms were found to
be nearly identical fort,10.

The last issue requiring consideration is convolution
wraparound, which also is discussed by Presset al. This nu-
merical artifice arises from replication in the adjacent time
window due to periodicity implicit to the FFT algorithm.
Zero padding enables one to move the temporal values af-
fected by wraparound outside the original time window.
Presset al. suggest padding the frequency domain data set
with a number of zeros that at least matches the number of
original values. After application of the spline fit interpola-
tion, the data set contains 161 frequency values. The most
efficient FFT algorithms require that the number of data
points be an integer power of 2. The nearest such value ex-
ceeding twice the number of original data values is 512, so
the computed frequency data was padded with 351 zeros.
The maximum frequency associated with the zero-padded
data iskamax532, which corresponds to temporal responses
from the inverse FFT having a time incrementDt
5p/kamax50.098 17.

III. RESULTS

The comparisons presented here consider a steel shell
whose thickness is 1/50 of the radius. Two different aspect
ratios,L/2a55 and 2, are considered. The cylinder length in
the first case is sufficiently large to expect that its behavior
will resemble that of an infinite cylinder, which is one of the
models used to develop the DAA concept. In contrast, the
shorter length is sufficiently small to anticipate that end ef-
fects are significant. It also is sufficiently long to expect that
the behavior is quite different from a sphere, which is the
other model used initially to develop DAA.

Contrary to the preceding expectations, the higher aspect
ratio was found to exhibit the greatest degree of disrcepancy
between DAA and SVP. Hence, that case will be examined
in detail. The first set of data is the wave amplitude transfer
functionsWj

m whenL/2a55. Representative results for azi-
muthal harmonicsm50 to 5 are displayed in Figs. 2–7. The
issue addressed by Figs. 2–7 is the degree to which a DAA
model agrees with the SVP result for a specific pair of wave
numbers (m, j ). The relative magnitude of the response at
each (m, j ) is not significant, because the spectral response in
an actual shock environment will strongly depend on the
temporal and spatial attributes of the excitation. Proper inter-
pretation of this set of graphs requires that one be cognizant
of the logarithmic scale used to span the range of amplitude
values, which tends to mask the magnitude to which results
disagree. An overview of these results reveals several trends.

~1! From the standpoint of overall agreement with SVP,
DAA-2 is much better than DAA-1.

~2! For all m, the largest discrepancies between either
DAA and SVP occurs in frequency ranges where the wave-

number amplitude shows a peak or minimum. The tendency
is for DAA to underpredict the transfer function values at
peaks, and to overpredict the minima.

~3! Both DAA versions agree well with SVP in the low-
frequency rangeka,1, for anym.

~4! The axisymmetric case,m50, indicates that both
DAA versions underpredict the peak transfer functions for all
wave numbers. The lower limit of the frequency range in
which these peaks occur increases with increasing wave
number. Away from the peaks, DAA-2 is in good agreement
with SVP.

~5! For m.0, DAA-2 generally agrees quite well with
SVP. The exception to this trend occurs form53, where
there are significant differences between DAA and SVP val-
ues for the lower frequency peaks at all wavenumbers.

~6! Although space limitations prevent showing the re-
sults, the phase of the peak transfer functions, which is ob-

FIG. 2. Wave amplitude transfer functions,L/2a55, m50.

FIG. 3. Wave amplitude transfer functions,L/2a55, m51.
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tained by considering the ratio of the real to imaginary parts,
drastically differs between either DAA model and SVP
whenever the magnitudes disagree.

Discrepancies for the shorter aspect ratio,L/2a52, tend
to follow the above-noted patterns. In particular, away from
frequency intervals in which the transfer functions display
peaks and minima, DAA-2 is in reasonably close agreement
with SVP, while DAA-1 is less satisfactory. Peak transfer
function values tend to be underpredicted, and minima are
generally overpredicted. These trends are typified by Fig. 8
for m53, which displays the greatest level of discrepancy
for any m<5 whenL/2a52.

Differences between both DAA versions and SVP for
the transfer functions will obviously strongly influence the
prototypical time domain responses obtained from the con-
volution procedure described in Sec. II. The major trends
may be seen by considering the casesm50, 3, and 5 for
L/2a55, which are described by Figs. 9–11. Note that dif-

ferences between the alternative analyses appear to be
greater for the temporal responses than for the corresponding
frequency responses. In part, this is a consequence of the fact
that although the spectral content of the excitation,F(ka), is
much lower in the regionka.1 ~see Fig. 1!, there are sig-
nificant differences between DAA and SVP in that frequency
range. Furthermore, the linear scale used here tends to high-
light differences much more than the logarithmic scale used
to display the transfer functions.

Figure 9 shows that the axisymmetric motions of the
shell are poorly predicted for the longer wavelengths. At the
higher wave numbers,j .50, DAA-2 does much better than
DAA-1. Overall, both DAA analyses seem to overdamp the
response. In Fig. 10 form53, the SVP response at all wave
numbersj <70 oscillates more rapidly than either DAA re-
sult. This is attributable to underestimation of the transfer
function peak atka51.5, see Fig. 5. Figure 11 form55
exhibits the tendency of the time responses to show greater

FIG. 4. Wave amplitude transfer functions,L/2a55, m52.

FIG. 5. Wave amplitude transfer functions,L/2a55, m53.

FIG. 6. Wave amplitude transfer functions,L/2a55, m54.

FIG. 7. Wave amplitude transfer functions,L/2a55, m55.
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discrepancies than the corresponding transfer functions. It
also highlights a trend hinted at by the transfer function com-
parisons, particularly that the greatest degree of difference is
likely to be encountered in the midfrequency range. The
longer wavelength scales,j <40, are predominantly low fre-
quency motions, and DAA-2 agrees well with SVP in that
range.

Recall that the DAA and SVP transfer functions are in
closer agreement for the shorter shell than they are for the
longer one. This is reflected in the temporal responses, which
are generally well predicted for each (m, j ) pair at L/2a
52. The greatest level of disagreement is encountered in Fig.
12 for m53, but unlike Fig. 9, the differences are primarily
in the phase of the oscillation.

The issue of acceleration has not been addressed yet. A
qualitative picture of this parameter in the frequency domain
may be obtained by multiplying any of the transfer functions
by (ka)2, see Eq.~15!. It follows that errors in prediction of

the high frequency peaks for displacement will be magnified
for acceleration. In order to summarize these results in a
brief manner, Figs. 13 and 14 present errors in peak displace-
ment and acceleration values in the frequency and time do-
main, respectively, as a function of meridional wave number
for each azimuth harmonic. To obtain these curves the fre-
quency or time range is scanned for the maximum value of
the associated variable at each wave number, without regard
for the frequency or time value at which it occurs. The maxi-
mum obtained from DAA is then ratioed to the maximum
obtained from SVP. Only the caseL/2a55 is presented,
because the trends for the shorter aspect ratio are similar.
Also, only DAA-2, which generally does better, is described
here. Both figures display the same trends. Form50 and
m53, DAA-2 greatly underpredicts maxima for mostj . For
the other azimuthal harmonics, DAA-2 gives reasonably
good agreement for most meridional wavenumbers, espe-
cially for peak displacement. In the few cases where DAA-2

FIG. 8. Wave amplitude transfer functions,L/2a52, m53.

FIG. 9. Prototypical response to a point force,L/2a55, m50.

FIG. 10. Prototypical response to a point force,L/2a55, m53.

FIG. 11. Prototypical response to a point force,L/2a55, m55.
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overpredicts a maximum, such discrepancies are confined to
small intervals in the upper range of wavenumbers.

IV. SUMMARY AND CONCLUSIONS

The first part of this paper developed frequency domain
descriptions of the surface impedance for a hemicapped cyl-
inder. This quantity, which gives the surface pressure corre-
sponding to a specified normal velocity, was evaluated ac-
cording to the second-order DAA and according to SVP. It
was shown there that DAA-2 does not fully capture a funda-
mental physical phenomenon, specifically the transition of
surface waves from supersonic to subsonic, which changes
the impedance from being primarily resistive to inertial.
Coupling of helical waves was shown to be most evident in
the vicinity of the cutoff for axisymmetric responses. In the
present study, the alternative descriptions of the impedance
were incorporated into a frequency domain analysis of struc-
tural response. The structural analysis was founded on the
assumed modes method; the corresponding displacement
variables were amplitudes of basis functions that map the
modes of a spherical shell onto the shape generator for the

capped cylinder. These variables were converted to a spectral
description in a wave-number space composed of azimuthal
harmonics and meridional wave numbers, based on Fourier
series decompositions along the circumference and the
arclength of a meridian of the shape generator. Results for a
point force at the midplane were computed over a broad
frequency range according to SVP, and according to DAA
formulated to two levels of approximation. Because the am-
plitude of the excitation was taken to be independent of fre-
quency, the computed amplitudes as a function of frequency
for a specific pair of azimuthal (m) and meridional (j ) wave
numbers constitutes a frequency domain transfer function,
which is the Fourier transform of the impulse response asso-
ciated with each helical wave.

DAA and SVP predictions for the transfer functions
were compared for a slender configuration,L/2a55 ~tip to
tip length six times the diameter!, and forL/2a52 ~tip to tip
length three times the diameter!. These comparisons revealed
several general features. It was observed that the second-
order DAA generally does better than the first-order DAA in
tracking the SVP data. It also was observed that there is
much closer agreement between DAA and SVP in the case of
the shorter shell. For any azimuthal harmonicm, both DAA
versions were found to agree well with SVP for low frequen-
cies, ka,1, and in any frequency range where a wave-
number amplitude does not display a maximum or minimum.
Such maxima and minima are associated with resonances
and antiresonances. Note in this regard that the lower aspect
ratio leads to higher nondimensional natural frequencies for
in vacuovibration, so resonance phenomena are less evident
in that case. The increased deviations between DAA and
SVP therefore seem to reflect the fact that details of the fluid
loading are most important at resonances, where the inertial
and elastic contributions to dynamic stiffness tend to cancel.
With very few exceptions, both DAA versions underesti-
mated the peak amplitudes in the transfer function for a spe-
cific pair of wavenumbers.

In order to gain an indication of the significance of the
transfer functions for time domain evaluations, they were
convolved with a prototypical time dependence of the driv-
ing force, whose wave form was taken to be that of a strong
explosion in water. The convolution process was carried out

FIG. 13. Maximum error in the frequency domain transfer functionsWj
m

andẄj
m , L/2a55.

FIG. 12. Prototypical response to a point force,L/2a52, m53.

FIG. 14. Maximum error in the time domain displacement and acceleration,
L/2a55..

1913 1913J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 Jerry H. Ginsberg: Response assessment of DAA



using inverse FFTs to determine the displacement and accel-
eration as a function of time.

For most wave-number pairs it was found that DAA-2
gives temporal responses that are reasonably close to the
SVP result. However, in a few cases where peaks in the
associated transfer function were not well predicted, there
were large differences in the fundamental form of the tem-
poral response. It also was noted that DAA usually attenu-
ates the response more rapidly than SVP.

A key application of DAA models for shock response is
to generate the base structural motion to be input to dynamic
models of equipment mounted internally to the structure. In
such an application, it is important to predict the peak base
displacement and acceleration in the frequency band~s!
where the equipment is most sensitive. Such properties were
evaluated for the frequency domain transfer functions, as
well as the temporal response to the prototypical excitation.
The results were displayed by referencing DAA-2 to SVP as
a function of meridional wave number at fixed azimuthal
harmonic. Displacement maxima were better predicted than
acceleration maxima. In most cases where there was not
agreement, DAA-2 underpredicted the value, in some cases
by an order of magnitude. However, some instances where
DAA-2 overpredicts the response were observed to occur for
the higher wave numbers.

Past works comparing DAA to analysis have generally
not indicated discrepancies as large as the worst cases re-
ported here, probably because none have decomposed the
results into the present dual wave-number spectrum. Such
decomposition tends to highlight individual features. An-
other factor to consider in weighing the present results
against previous works is the excitation arising from an ac-
tual shock event. The point force used here excites an ex-
tremely broad range of wavenumbers at nearly equal levels.
In contrast, the wave form of an incident shock wave is
distributed spatially, which results in the lower end of the
wavenumber spectrum being excited most. Once again, the
objective of the present work is to identify scales over which
DAA is accurate, rather than to assess the quality of a par-
ticular response calculation.

Finally, one should note that the present structural model
was an unstiffened shell. Stiffeners and internal structure

produce a much richer modal environment. The present ob-
servation that the greatest discrepancies occur in the vicinity
of modal resonances suggests that DAA will lose accuracy
with increasing structural complexity. The underlying con-
cepts developed here, specifically alternative descriptions of
the wet surface impedance in the frequency domain, evalua-
tion of impulse response transfer functions, and synthesis of
time response using FFTs, should be directly applicable to
analyses addressing this question.
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The results of experimental and theoretical investigations of nonlinear acoustic phenomena
~nonlinear losses, shift of resonance frequency, generation of the third harmonic, and nonlinear
sound-by-sound damping! in polycrystalline zinc nonannealed and annealed resonating rods are
presented. The measurements were carried out in the 1027– 1025 strain range at a frequency of
about 3 kHz; the frequency of the weak ultrasonic pulse was about 270 kHz. The experimentally
observed phenomena are described in frames of phenomenological equations of state containing
elastic hysteresis and dissipative nonlinearity. The nonlinear acoustic parameters of these equations
are determined by comparison between theoretical dependencies and experimental results. The
influence of structural changes in zinc due to annealing on the nonlinear acoustic phenomena is
shown. © 2000 Acoustical Society of America.@S0001-4966~00!03803-0#

PACS numbers: 43.25.Ba, 43.25.Jh@MAB #

LIST OF SYMBOLS

s stress
e strain
ė velocity of the strain
«m amplitude of the strain of acoustic pump wave
L length of the rod
U displacement
g1 – 4 parameters of the hysteresis nonlinearity
DC change of the sound velocity
p number of the longitudinal mode resonator
Fp resonance frequency of the longitudinal mode with

numberp
c0 velocity of the longitudinal waves in rod
Q1,2 quality factor for the first and second modes
u0 amplitude of the electric voltage on pump radiator
E Young’s modulus
a coefficient of the linear losses

r density of the medium
A0 amplitude of the wave on the pump radiator
V cyclic frequency of the pump wave
d linear shift of the resonance frequency
dh 2pDFp nonlinear shift of the resonance frequency
mp value of the linear losses
mh coefficient of the amplitude-dependent nonlinear

losses
DVp shift of the third harmonic frequency from resonance
U0 the amplitude of the pulse without the pump wave
U(L) amplitude of the received pulse
x(L) coefficient of the pulse nonlinear damping
g coefficient of the dissipative nonlinearity
s exponent of the dissipative nonlinearity
v the frequency of the pulse
k v/c0

G gamma-function

INTRODUCTION

There is great interest in nonlinear phenomena of solids
due to the possibility of studying acoustic nonlinearity
mechanisms characteristic of these solids and the prospect of
application of nonlinear methods for nondestructive testing.
The feasibility of these methods is based on the known fact
of strong dependence of acoustic properties on structural de-
fects~cracks, grains, dislocations, etc.!.1 At present, the poly-
crystalline diagnostic methods based on the internal friction
phenomenon manifested in the amplitude dependence of
damping and propagation velocity of the acoustic wave have
been carefully studied and widely applied.2,3 This phenom-
enon is caused by dislocation motion and has been known
for more than 50 years. The study of the internal friction

phenomenon deals with the analysis of the polycrystalline
dislocation structure, the determination of dislocation den-
sity, and their interaction with impurity atoms, etc. To ac-
count for such phenomena as internal friction, the dislocation
theory of damping2,3 was proposed by Granato and Lucke in
1956. In this theory, the equation of the polycrystalline state
s5s(e,ė) ~wheres is the stress ande and ė are the strain
and the strain velocity, respectively! is characterized by the
hysteresis function: the hysteresis loop area determines
amplitude-dependent losses and the value of the derivative
@se8(0)2se8(«m)# the defect of elasticity modulus@or
change of sound velocityDC(«m)#, where«m is the ampli-
tude of strain of an acoustic wave. For media described by
such an equation of state, the strain amplitude«m dependen-

1915 1915J. Acoust. Soc. Am. 107 (4), April 2000 0001-4966/2000/107(4)/1915/7/$17.00 © 2000 Acoustical Society of America



cies of the decrement of the wave and its propagation veloc-
ity change are identical in character, and their relation is
constant, which is not dependent on the amplitude«m . In
addition to the phenomena outlined above, the nonlinearity
of the dependences5s(e,ė) leads to generation of higher
harmonics during excitation of the harmonic acoustic wave4

in polycrystalline materials. When the equation of state is
hysteretic, these spectral components~harmonics! differ
qualitatively from that of a smooths5s(e,ė) dependence
~that can be determined, for example, by the five-constant
elasticity theory4,5!. It is important to note that the smooth
dependence ofs5s(e,ė) is characteristic of the same poly-
crystalline materials at small strain amplitudes which are not
sufficient to break dislocations from their fastening points
~impurity atoms!. The Granato–Lucke model does not al-
ways adequately describe the amplitude dependencies of
nonlinear behavior3,6–9 during experimental observation.
However, the laws5s(e,ė) can be modeled empirically by
the analysis of experimentally determined dependencies of
nonlinear losses, modulus defect, and higher harmonic am-
plitudes on the initial acoustic wave amplitude.10

In order to study nonlinear phenomena of dislocation
absorption, it is necessary to use intense sound waves which
are easily realized using resonance oscillations in acoustic
resonators. Analogous experiments with the resonators made
from polycrystalline copper subjected to a different degree of
annealing11–16 and experiments using several rocks~granite,
marble, and river sand17! have been carried out, and both
highly reactive~elastic! and dissipative~inelastic! acoustic
nonlinearity was discovered. Theoretical description of the
observed phenomena was carried out in the framework of
phenomenological equations of state containing elastic, hys-
teretic, and dissipative nonlinearity.

In this paper, experimental results of nonlinear acoustic
phenomena in rod-like resonators made of polycrystalline
zinc ~99.95% Zn! are presented. We used two rods 35 cm in
length and with square cross section 8 mm cut from the same
plate. The first rod~1! was considered a control specimen.
The second rod~2! was annealed preliminarily for about 6 h
at a temperature of 350 °C. In these experiments, in the
course of the excitation of a low-frequency pump wave and a
weak ultrasonic impulse, the following phenomena were ob-
served and studied:

~i! amplitude-dependent losses, shift of the resonance
frequency, and generation of the third harmonic of the
pump frequency;

~ii ! nonlinear damping of the ultrasonic impulse in the
presence of the powerful low-frequency wave~sound-
by-sound damping!.

All measurements were carried out at room temperature.

I. PROCEDURE OF THE EXPERIMENT

The block diagram of the experimental setup is shown in
Fig. 1. The piezoceramic pump wave radiator 1 used to ex-
cite the sample 2 was cemented to a massive metallic loading
3 so that the boundary condition at one end was considered
close to that of an absolutely rigid one. The piezoceramic

radiator 4, used to excite the ultrasonic impulse, and the
accelerometer 5, used to measure the pump wave amplitude,
were cemented to the free rod end. Their total mass was
sufficiently small so that the corresponding rod boundary
was considered acoustically soft. In the vicinity of the pump
radiator, an accelerometer 6 used to receive and measure the
amplitude of the ultrasonic pulse was cemented on the lateral
rod surface. The rods~1! and ~2! were excited at the first
longitudinal modes (p51) with resonance frequenciesF1

52765 Hz andF152770 Hz, respectively. The resonance
frequenciesF2 of the second longitudinal modes (p52)
were equal to 8040 and 8000 Hz, respectively. Such frequen-
cies correspond to the resonator with acoustic-rigid and -soft
boundaries. For this resonator, fundamental frequenciesFp

can be determined by the expression

Fp5F1~2p21!, F15c0/4L, p51,2,..., ~1!

where the numberp refers to the longitudinal mode number
andc0 is the velocity of longitudinal waves in the rod. From
Eq. ~1! follows the estimate for the velocity of the longitu-
dinal wave in the zinc rod:c0.3.9•105 cm/s.

For small amplitudes of the pump wave~when nonlinear
losses are not observed!, the quality factorsQ1,2 of the first
and second modes were equal toQ1,25138; 210 andQ1,2

5293; 275 for each of the rods, respectively.
To study the structure of zinc, its metallographic analy-

sis @Fig. 2~a! and~b!# was carried out. It is seen in Fig. 2~a!
that the nonannealed zinc structure has reasonably small
grains of dimension of about 50mm. The 350 °C-temperature
zinc annealing causes an increase of grain sizes to about 500
mm @Fig. 2~b!#. In the next sections, we consider the zinc
structural change’s influence on the character of the nonlin-
ear acoustic phenomena observed in resonators.

II. PHENOMENA OF HYSTERESIS NONLINEARITY

In the first series of experiments, the pump radiator 1
was used to excite the longitudinal harmonic oscillations in
the sample 2. The signal coming from the accelerometer 5
was received by analysis apparatus where measurement of its
characteristics was carried out.

FIG. 1. Setup of the experiment.
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Figure 3 gives the strain amplitudes«m of rods~at reso-
nance frequency! in relation to the electric voltage amplitude
u0 at the pump radiator~in dB re 1 mV!. From the figure, it
follows that for the rods under investigation, dependencies
«m5«m(u0) are essentially nonlinear and differ in nature.
This means that there are amplitude-dependent losses. In ad-

dition, the losses begin to manifest themselves at the strain
amplitude «m.1026 for the nonannealed zinc rod and at
«m.4•1027 for the annealed sample. Further, for nonan-
nealed zinc, nonlinear loss saturation is observed at«m>7
•1026 ~beginning with these amplitudes we can see that«m

;u0), i.e., the losses again become amplitude independent
~however, those become more than at«m<1026!. For an-
nealed zinc, such a clear saturation of nonlinear losses is not
observed. We will return to this problem in the discussion of
Fig. 7.

Figure 4 presents the shift of the resonance frequency
DFp vs «m amplitude of strain for rods~1! and ~2!. For the
nonannealed rodDFp;«m , andDFp;«m

2 for the annealed
one.

Under intensive excitation of the resonator, its oscillat-
ing spectrum has components at odd harmonic frequencies
which are multiples of the pump wave frequency.@For the
resonator with acoustic-rigid and -soft boundary, as follows
from expression~1!, even harmonics are not at resonance.
Thus, the level of even harmonics was very small and those
were not observed in experiments.# Figure 5 shows the strain
amplitudes«3 of the third harmonic as a function of the
fundamental frequency strain amplitude«m . It is seen from
the figure that«3;«m

2 for the rod~1! and«3;«m
3 for the rod

~2!.
The measurement errors for frequency and strain ampli-

tudes, were, respectively,60.5 Hz and60.05 dB. Experi-
mental dependences ofDFp and«3 on «m were constructed
in logarithmic coordinates~with identical scales along both
axes!. Using these coordinates, graphic presentations of
functions: DFp5C1«m

r , «35C2«m
q ~where C1 and C2

5constants! are straight lines for which the tangents of in-
clination angles equal, respectively,r andq, and those can be
determined by comparison between experimentally deter-
mined dependencies and the straight lines shown.

We note that the above-mentioned collection of nonlin-
ear observations cannot be described by the five-~or nine-!
constant elasticity theory4 because it does not determine non-
linear losses. The observed nonlinear losses also cannot be
explained by a decrease of pump wave energy as a result of

FIG. 2. ~a! Microstructure of nonannealed zinc.~b! Microstructure of zinc
annealed at 350 °C.

FIG. 3. The rod deformation amplitude«m in relation to the radiator voltage
amplitudeu0 for the rods 1 and 2. The straight lines correspond to the
dependences«m;u0 .

FIG. 4. The shift of resonance frequencyDFp in relation to the strain
amplitude«m for the rods 1 and 2. The straight lines correspond to the
dependences: 1—DFp;«m ; 2—DFp;«m

2 .
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its transformation into higher harmonics because their levels
are considerably less than the fundamental frequency wave
amplitude. This circumstance enables us to solve Eqs.~2!–
~5! by the perturbation method.

To theoretically describe the observed phenomena and
the determined amplitude dependencies, we will assume that
the equation of the metal state has the form10,18

s~e,ė !5E@e2 f ~e,ė !#1arė, ~2!

f ~e,ė !

55
g1en/n, e.0, ė.0

@~g11g2!e«m
n212g2en#/n, e.0, ė,0

2g3en/n, e,0, ė,0

@~21!n~g31g4!e«m
n211g4en#/n, e,0, ė.0

~3!

whereE is Young’s modulus (E5rc0
2), r is the density of

the medium,a is the coefficient of linear losses,ug1«m
n21u

!1, n.1 andg1 – 4 are the nonlinearity parameters.
The plot of the functions5s(e,ė) ~in the quasistatic

case, i.e., when the termarė may be omitted! is given in
Fig. 6; it corresponds qualitatively to the hysteresis curve of
the modified Granato–Lucke model.18 Under intensive exci-
tation of the resonator, the spectral components arise at odd
harmonic frequencies, being multiples of the pump wave fre-
quency. It is evident that the clockwise movement along the
diagrams5s(e,ė) corresponds to a medium with hysteresis
losses.

Equations~2! and ~3! contain five free parameters: the
exponentn and four parameters of nonlinearityg1 – 4; Eqs.
~2! and~3! can describe a wide range of media depending on

the relationship between these parameters: whenn52 and
g152g252g35g4 , we have an equation of the five-
constant elasticity theory,4,5 at g25g450 we obtain the
model with the linear return~as in the Granato–Lucke
model!. Below, in theoretical calculations, we will assume
that the parametersg1 – 4 differ in value. Such supposition
reflects the asymmetry of the equation of state for the solid
during its compression and tension. Numerical values of pa-
rametersg1 will be determined by comparison between re-
sults of theoretical calculation and experiments. However, to
do this would require us first to determine the exponentn @in
Eq. ~3!# for both nonannealed and annealed zinc. This expo-
nent can be found by the condition of agreement between
experimentally determined amplitude dependencies and their
qualitative behavior which follows immediately from the
analysis of the nonlinear partf (e,ė) of Eq. ~3!. From physi-
cal considerations expounded in the Introduction, it follows
that for such agreement it is necessary to take: for nonan-
nealed zincn52; for annealed zincn53.

Together with the motion equation4,5

rUtt5sx8~e,ė !, ~4!

and the boundary conditions at the resonator ends4

U~x50, t !5A0 cosVt,
~5!

Ux8~x5L, t !50

~whereU is the displacement,e5Ux8 , A0 andV are, respec-
tively, the amplitude and the frequency of the wave produced
by the pump radiator!. Equations~2! and ~3! adequately de-
scribe all the of phenomena discussed in both nonannealed
and annealed rods.

The procedure of the solution of Eqs.~2!–~5! has been
provided in papers10,19 before and, thus, we will use the re-
sult of these papers to determine parametersg1 – 4 below.

The rod strain amplitude is determined by the expression

«m5
A0~Vp /L !

@~d1dh!21~mp1mh!2Vp
4/4#1/2, ~6!

where d5V2Vp ; mp5(VpQp)21; dh52pDFp is the
nonlinear shift of the resonance frequency;mh is a coeffi-
cient of amplitude-dependent losses:

for nonannealed zinc

dh522a1«mVp/3p, mh54b1«m/3pVp , ~7!

FIG. 5. The third harmonic frequency strain amplitude«3 in relation to the
strain amplitude«m for the rods 1 and 2. The straight lines correspond to the
dependences: 1—«3;«m

2 ; 2—«3;«m
3 .

FIG. 6. General form of the hysteresis dependences5s~e! for the polycrys-
talline in modified Granato–Lucke model.
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a152~g12g21g32g4!/3p1~g11g21g31g4!/4,
~8!

b15~g11g21g31g4!/6p,

for annealed zinc

dh52a1«m
2 Vp/8, mh5b1«m

2 /4, ~9!

a15~g11g22g32g4!/413~g12g22g31g4!/16,
~10!

b15~g11g22g32g4!/4p.

From Eqs.~7! and ~9! it follows that the value of the
relation of the nonlinear shift of the resonance frequency to a
coefficient of amplitude-dependent losses~it is equivalent to
the relation of elastisity modulus defect to amplitude-
dependent losses! does not depend on the strain amplitude
«m for both rods ~as it was noted in the Introduction!:
dh /(mhVp

2)52a1/2b1 .
The rod strain amplitude«3 at the third harmonic fre-

quency~in the process of resonance excitation at the funda-
mental frequency! can be determined by the following ex-
pressions:

for nonannealed zinc

«35
4Vp«m

2 @a3
21b3

2#1/2

15p@~Vp /Q3p21!214~dh1DVp/3!2#1/2, ~11!

a352~g12g21g32g4!/15p,
~12!

b35~g11g21g31g4!/30p,

for annealed zinc

«35
Vp«m

3 @a3
21b3

2#1/2

24@~Vp /Q3p21!214~dh1DVp/3!2#1/2, ~13!

a35~g11g22g32g4!/2p,
~14!

b352~g12g22g31g4!/16.

In Eqs. ~11!–~14!, the termDVp5Vp2V3p21 takes into
account the third harmonic departure from resonance as a
result of wave dispersion in the rod because of the finite
dimension in its cross section and the difference of boundary
conditions from ideal ones.

Having measured the resonance amplitude of the rod~at
d5dh! and the resonance frequency shift, we may determine
the coefficientsa1 andb1 for both resonators. By assuming
A0 changes proportionally to the voltagem0 of radiator, we
obtain from expression~6!

«m1 /«m25~A01/A02!@11mh~«m2!/mp#, ~15!

where«01 and«02 are the rod strain amplitudes at its excita-
tion by the radiator with the amplitudeA01 andA02, respec-
tively. ~Here,«01 andA01 are the rod strain amplitude and the
radiator excitation amplitude, respectively, for which the
amplitude-dependent losses are not observed in resonator.!
Equation~15! determines the dependence of nonlinear losses
mh(«m2) on the strain amplitude«m2

mh~«m2!/mp5~«m1A02!/~«m2A01!21. ~16!

Figure 7 illustrates these dependences, which were de-
termined from Fig. 3. It is seen that for nonannealed zinc, the
dependence~7! @where mh(«m2);«m2] takes place in the

range«m<7•1026, and at the greater strains the nonlinear
loss saturation occurs:mh(«m2)5const. For the annealed
zinc, the dependence~9! @wheremh(«m2);«m2

2 # takes place
at «m2<4•1026 and, further, the trend has only been toward
nonlinear loss saturation.

As it follows from Eqs.~8! and ~10! the coefficientsa1

and b1 uniquely determine the parametersg11g3 and g2

1g4 for nonannealed zinc and the parametersg12g3 and
g22g4 for the annealed sample. By knowing these param-
eters, we may calculate the coefficient (a3

21b3
2)1/2 by using

Eqs.~12! and~14! for each rod. The same coefficient can be
independently determined from Eqs.~11! and ~13! by using
the third harmonic strain amplitude«3 . The values of these
parameters for nonannealed and annealed zinc are given in
Table I.

As it is seen from this table, the values of coefficients
@a3

21b3
2#1/2 determined independently by using the shift of

the resonance frequency, nonlinear losses, and the third har-
monic do not contradict each other; this may indicate that the
chosen~on the basis of conducted measurements! approxi-
mation for the hysteresis equation of state is satisfactory
enough. From Fig. 2~a! and~b! it also follows that the grain-
size increases from annealing occur with a change in char-
acter hysteresis nonlinearity of zinc, primarily, with the
change of the exponentn in Eq. ~3!: n52 for nonannealed
zinc andn53 for annealed zinc.

FIG. 7. Dependence of nonlinear lossesmh(«m2) on the strain amplitude
«m2 for the rods 1 and 2. The straight lines correspond to the dependences:
1—mh(«m2);«m2 ; 2—mh(«m2);«m2

2 .

TABLE I. The parameters of nonlinearity.

Sample

a1 g11g3 g12g3 (a3
21b3

2)1/2

b1 g21g4 g22g4

by the shift
of frequency
and losses

by the
third

harmonic

Nonan-
nealed zinc

3.9•103 6.3•103 900 700

1.7•103 25.9•103

Annealed
zinc

1.5•1010 1.6•1010 2.3•1010 1.9•1010

1.1•1010 12.3•1010
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III. NONLINEAR SOUND-BY-SOUND DAMPING

In the second series of experiments, a weak ultrasonic
pulse oft.100 ms duration andf .270 kHz frequency was
excited by radiator 4 in the rod simultaneously with the low-
frequency pump wave. The pulse was received by piezoac-
celerometer 6 after its passage through the rod. To exclude
the influence of the low-frequency pump signal, a low-
frequency passive filter with coefficient of suppression 40 dB
at the pump frequency was applied at the output of piezoac-
celerometer 6.

When the strain amplitude«m of the pump wave in the
resonator increases, a decrease of the received impulse am-
plitude U(L) was also observed, in addition to the above-
described phenomena of internal friction.@Such a phenom-
enon was also discovered in annealed copper,13–16 lead,
granite, marble, and river sand.17 In most other materials
~glass, steel, molybdenum, nickel, titanium, duralumin, tin!,
the sound-by-sound damping was not observed.#

Figure 8 presents the nonlinear damping coefficient
x(L)5Ln@U0 /U(L)# ~where U0 is the amplitude of the
pulse without the pump wave! for the high-frequency pulse
as the function of the pump wave strain amplitude«m . It is
seen from these figures thatx(L) are governed by the fol-
lowing laws:

for nonannealed zincx~L !;«m
3/2, ~17!

for annealed zincx~L !;«m
2 . ~18!

In the experiment, the@«m andU(L)# amplitudes mea-
surement errors are60.05 dB and 1%, respectively; the ex-
ponents in the dependencies~17! and ~18! being determined
with error 65%.

The phenomenon is inertia less, i.e., the impulse ampli-
tude change is simultaneous with the strain amplitude change
of the pump wave; therefore, this phenomenon cannot be
explained by thermal processes which are associated with the
sound-damping coefficient increase because of the rod tem-
perature increase as a result of the pump wave absorption. It
also cannot be explained by the acoustic waves interaction
on hysteresis elastic nonlinearity~3! either, because such in-
teraction would simultaneously cause the additional pulse
delay which depends on the pump wave amplitude«m .13–16

However, it is not observed in the experiment.

To explain the effect of sound-by-sound damping in an-
nealed copper and some rocks, the phenomenological equa-
tion of state containing the dissipative nonlinearity13–17 is
used. Here, by following these papers and the above-
described results, let us assume that the equation of state has
the following form:

s~e,ė !5Ee1ar@11gueus#ė, ~19!

whereg ands are dimensionless positive coefficients. Such a
dissipative nonlinearity leads to an increase in the effective
viscosity of the medium with increase in wave strain ampli-
tude. In this case, the dissipative nonlinearity does not lead
to the dependence of the velocity of the wave on its ampli-
tude.

From Eqs.~4! and~19! we will obtain the wave equation
with nonlinear dissipation for the strainse5Ux

e tt2c0
2exx5ae txx1d~ ueuse t!xx , ~20!

whered5ag.
By substituting in Eq.~20!

e~x,t !5e1~x,t !1e2~x,t !, ue1u@ue2u,

e1~x,t !5«m cosKpx sinVpt, Kp5Vp /c0 , ~21!

e2~x,t !5@«2~x!exp@ j ~vt2kx!#1c.c.#/2,

and taking into account thatv5c0k@Vp , KpL5p(p
21/2), «2x!k«2, we will obtain the equation for the ultra-
sonic impulse amplitude«2(x)

d«2 /dx52,@11a0g«m
s ucosKpxus#«2 , ~22!

where,5av2/2c0
3 is the coefficient of linear~without the

pump wave! dumping of the ultrasonic impulse,

a05p21E
0

p

usinuusdu

5p21/2G@~s11!/2!]/G@~s12!/2#,

u5Vpt, G(s) is the gamma-function.
From solution of Eq.~22! we find the expression for

coefficientx(L) of the nonlinear dumping of the ultrasonic
impulse

x~L !5~g,L/p!•S G@~s11!/2!

G@~s12!/2! D
2

•«m
s . ~23!

From comparison between theoretical~23! and experi-
mental ~17!, ~18! dependencies, we determine parameterss
and g of the dissipative acoustic nonlinearities in the equa-
tion of state~19! ~at ,L.2•1021!

for nonannealed zinc:s.3/2, g.9.2•108,
for annealed zinc:s.2, g.7.5•1011.
Here, as well as in the first experiment series, the poly-

crystalline ~grain! structure change of zinc causes variation
of the dissipative nonlinearity power.

IV. CONCLUSION

The present work deals with two series of experiments
where the nonlinear acoustic phenomena~amplitude-
dependent losses, shift of resonance frequency, generation of
the third harmonic, and sound-by-sound damping! taking

FIG. 8. Damping coefficientx(L) versus the strain amplitude«m for the
rods 1 and 2. The straight lines correspond to the dependences: 1—x(L)
;«m

3/2 ; 2—x(L);«m
2 .
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place in nonannealed and annealed polycrystalline zinc rods
were investigated. The theoretical description of these phe-
nomena is carried out in the frame of phenomenological
equations of state containing hysteresis and dissipative non-
linearities. The results of nonlinear acoustic investigations,
which were carried out in this work and in earlier ones11–17

alike, support the existence of high acoustic hysteresis and/or
dissipative nonlinearity for some polycrystalline materials
~such as copper, lead, zinc, granite, and marble! and river
sand. Metallographic analysis demonstrates that the structure
change of metals~at least, copper and zinc! corresponds to
variation of nonlinear acoustic properties. This gives us hope
that nonlinear acoustic phenomena may be used for realizing
structure-sensitive methods for acoustic diagnostics of met-
als as well as other polycrystalline media.
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A method for estimating time-dependent acoustic cross-sections
of bubbles and bubble clouds prior to the steady state
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Models for the acoustic cross-sections of gas bubbles undergoing steady-state pulsation in liquid
have existed for some time. This article presents a theoretical scheme for estimating the
cross-sections of single bubbles, and bubble clouds, from the start of insonation onward. In this
period the presence of transients can significantly alter the cross-section from the steady-state value.
The model combines numerical solutions of the Herring–Keller model with appropriate damping
values to calculate the extinction cross-section of a bubble as a function of time in response to a
continuous harmonic sound field~it is also shown how the model can be adapted to estimate the
time-dependent scatter cross-section!. The model is then extended to determine the extinction
cross-section area of multiple bubbles of varying population distributions assuming no bubble–
bubble interactions. The results have shown that the time taken to reach steady state is dependent on
the closeness of the bubble to resonance, and on the driving pressure amplitude. In the response of
the population as a whole, the time to reach steady state tends to decrease with increasing values of
the driving pressure amplitude; and with the increasing values of the ratio of the numbers of bubbles
having radii much larger than resonance to the number of resonant bubbles. The implications of
these findings for the use of acoustic pulses are explored.@S0001-4966~00!01801-4#

PACS numbers: 43.25.Ts, 43.35.Ei, 43.30.Lz@DLB#

INTRODUCTION

It has long been recognized that the high impedance
mismatch between an air-filled bubble and the surrounding
water provides an excellent acoustic target owing to strong
inert scattering. It is also well understood that enhanced scat-
ter and dissipation result from the pulsations into which the
bubble will be driven by the sound field. To a first order, this
response can be modeled as that of a single degree of free-
dom system with a resonance frequency, which is dependent
on bubble size, where the bubble response is a maximum. It
has been convenient to define acoustic extinction and scatter
cross-sections for single bubbles, given, respectively, by the
ratio of the power lost or reradiated by the bubble to the
intensity of an incident plane wave. These have been calcu-
lated for the steady state1 showing that, for a given bubble
size, they are maximal at the resonance frequency. It should
be noted that the cross-sections are only local maxima at
resonance if considered as a function of bubble size for a
given insonification frequency. This is because the contribu-
tion due to inert scattering will steadily increase with bubble
size.

The resonant and off-resonant scattering characteristics
of bubbles are well defined and are utilized in a wide number
of applications including measurement of oceanic bubble
populations1–4 and research into upper ocean dynamics.5

However, it is these same characteristics which make acous-
tic detection of nonbubble targets in areas with high bubble
populations~such as the surf-zone! difficult.

One possible solution to this problem utilizes the bubble
‘‘ring-up’’ time, based on the time taken for a bubble to
reach steady-state oscillation. Theory suggests that, owing to
inertial effects, this ring-up time will be finite and that prior
to reaching steady-state oscillation the acoustic scattering

will be greatly reduced. A reduction in scattering attributed
to ‘‘ring-up’’ time effects was first detected by Akulichev6 in
1985. However two more recent studies7,8 have failed to
measure any reduction in scattering.

This letter outlines a theoretical scheme which enables
the investigation of ring-up times of gas bubbles in fresh
water. The model has also been used to determine the extinc-
tion cross-section area of bubble clouds of varying popula-
tion distributions in a 150-kHz sound field assuming no
bubble–bubble interactions. This model has been used to
help ascertain a possible reason why Suiter7 and Paceet al.8

did not detect any reduction in scattering.

I. THEORETICAL MODELING OF THE RESPONSE OF
A BUBBLE

As discussed in the Introduction, a gas bubble in water,
when insonified by a plane wave, will pulsate. The oscilla-
tion is, at least to a first approximation, that of a single de-
gree of freedom system, assuming small amplitude oscilla-
tions. In this case the restoring force is the elasticity of the
gas and the mass is the effective inertia of the liquid compo-
nent of the oscillating bubble. Damping, and thus energy
loss, is introduced into the system by three distinct
mechanisms:9 energy radiated away from the bubble as
acoustic waves~radiation damping!; energy lost through
thermal conduction between the gas and the surrounding liq-
uid ~thermal damping!; and work done against viscous forces
at the bubble wall~viscous damping!.

Therefore a simple equation of motion, in the radius-
force frame, for such a system driven at a single frequency
would be
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mrad
RFR̈1btot

RFṘ1kR52PA34pR0
2 cos~vt !, ~1!

wheremrad
RF is the inertia of the system,btot

RF is the total damp-
ing in the radius-force frame,k is the stiffness,R is the radius
of the bubble,R0 is the equilibrium radius,PA the acoustic
pressure amplitude, andv is the angular frequency of the
driving sound field.10 This is appropriate for bubble pulsa-
tions of small amplitude.

The rate of loss of energy~power loss! subtracted from
the incident wave by the bubble is:

Power5btot
RFṘ2. ~2!

Twice during each bubble oscillation,Ṙ50. Consider two
consecutive times,tn andtn11 when this occurs. The energy
lost from an incident plane wave through viscous, thermal

FIG. 1. Simulations of a 20-mm radius
bubble in a 150-kHz~a! 13105 Pa,~b!
500 Pa sound field.~i! Bubble wall
displacement; ~ii ! the instantaneous
power loss;~iii ! energy loss over each
cycle of the insonifying sound field;
~iv! cumulative total energy loss;~v!
extinction cross-sectional area of the
bubble over each cycle of the insoni-
fying sound field. For comparison the
extinction cross-section calculated us-
ing the Gilmore model is also plotted
in part ~v! ~‘‘ V’’ Gilmore, ‘‘ 3’’
Keller–Miksis!. The steady-state ex-
tinction cross-sectional area for a
20-mm bubble driven at resonance ac-
cording to linear theory~Ref. 16! is
6.6831025 m2.
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and scattering losses in the intervalt5tn to t5tn11 is:

Fn5E
t5tn

t5tn11
btot

RFṘ2 dt, ~3!

and the average power loss in this interval is:

^Wn&5
Fn

tn112tn
. ~4!

It is then a simple matter to calculate the extinction cross-
sectional area,Vn , appropriate to the time intervalt5tn to

t5tn11. This is given simply by the ratio of the average
power loss in this period to the intensity of the incident plane
wave:

Vn5
^Wn&

I
5

E
t5tn

t5tn11
btot

RFṘ2 dt

I ~ tn112tn!
. ~5!

It should be noted that if, instead of the total energy loss
from the incident beam, it was the power scattered by the

FIG. 2. Simulations of a 1-mm radius
bubble in a 150-kHz~a! 13105 Pa,~b!
500 Pa sound field.~i! Bubble wall
displacement@for ~b! the y-axis has
been changed to show (R/R021) so
that the axis values can be more
clearly shown#; ~ii ! the instantaneous
power loss;~iii ! energy loss over each
cycle of the insonifying sound field;
~iv! cumulative total energy loss;~v!
extinction cross-sectional area of the
bubble over each cycle of the insoni-
fying sound field. The steady-state ex-
tinction cross-sectional area for a
1-mm bubble driven at resonance ac-
cording to linear theory~Ref. 16! is
1.0331025 m2.
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bubble which was of interest, then the above formulation can
be simply adapted by employing only that component of the
damping termbtot

RF which relates to radiated losses (brad
RF).

This would give the acoustic scattering cross-section. How-
ever, a more exact form can be obtained by rewriting the
scattered power in Eq.~5! in terms of the emitted pressure
field, which can be formulated10 in terms of the bubble wall
motion:

Vn5
^Wn&

I
5

4pr 2E
t5tn

t5tn11
S rR

r
~R̈R12Ṙ2! D 2

r0c
dt

I ~ tn112tn!
, ~6!

wherer is the distance from the bubble,r0 is the fluid den-
sity, andc is the speed of sound.

Bubbles are nonlinear oscillators and as the following
analysis shows the ring-up time is dependent on the bubble
equilibrium radius, the driving frequency, and the sound
pressure level.

II. TIME-DEPENDENT EXTINCTION CROSS-SECTION
OF A SINGLE BUBBLE

To calculate the time-dependent extinction cross-
sectional area from Eq.~5!, it is necessary to calculate the
velocity of the bubble wall over time as well as the total
damping in the radius-pressure frame. Although several op-
tions are available,11 in this paperṘ was found using the
nonlinear bubble wall velocity determined from the Keller
and Miksis equation12 a form of the equations of motion first
introduced by Herring.13

The damping termbtot
RF is obtained using Prosperetti’s

1977 analysis.14 This is a linearized theory for the small
amplitude forced pulsation of a bubble, describing the ther-
mal effects in terms of the effective polytropic index and
thermal damping constant. This analysis assumes a linear
regime. Therefore the only expression of the bubble nonlin-
earity in this system comes from the Keller–Miksis equation
~or equivalent!. The resultant is therefore an approximation
only. Thus care should be taken when considering the abso-
lute values ofbtot

RFṘ2, especially for higher sound pressure
levels when bubble motion is highly nonlinear, as a signifi-
cant error in the calculation is likely. As discussed in Sec. I,
computation of the scattering cross-section need not be lim-
ited by such linearizations, since small amplitude expres-
sions for viscous and thermal losses are not required.

Figures 1 and 2 show four illustrative cases, and each
figure is subdivided into five subsections@~i!–~v!# showing,
against a common time axis, the following:~i! the normal-
ized bubble radius;~ii ! the instantaneous power loss deter-
mined from Eq.~2!; ~iii ! the energy loss per cycle of the
insonifying sound field as determined from Eq.~3! ~plotted
discretely for each cycle!; ~iv! a cumulative plot of the en-
ergy loss; ~v! the time-dependent extinction cross-section
area for a single bubble,Vn , as calculated by Eq.~5!. Plot
~iv! is particularly interesting. Were a bubble to immediately
attain steady state, this plot would be a straight line of con-
stant positive gradient. However, if the energy loss is less in
the ring-up period, the plot will dip below the straight line
which would be drawn if the eventual steady-state behavior
were extrapolated to time zero.

Figure 1 shows the time-dependent extinction cross-
sectional area of a resonant bubble in a 150 kHz sound field
of amplitude 105 Pa@Fig. 1~a!# and 500 Pa@Fig. 1~b!#. Figure
2 shows the response of a 1-mm radius, off-resonant, bubble
in the same sound fields. Further discussion of these results
is included in Sec. IV below.

III. TIME-DEPENDENT EXTINCTION CROSS-
SECTIONAL AREA OF A BUBBLE CLOUD

The above analysis can be expanded to give a first-order
estimation of the time-dependent extinction cross-section of
a bubble cloud. It is assumed that the number density is
sufficiently small that bubble–bubble interactions can be ne-
glected, as is the reduction in intensity of the incident wave
as it propagates through the cloud~although a second-order
calculation could include this!. This article is restricted to a
first-order calculation and thus will underestimate the extinc-
tion cross-section near to resonance.15 After calculating the

FIG. 3. Extinction cross-sectional area of a single bubble of radius up to 600
mm in a 150-kHz sound field of amplitude~a! 500 Pa,~b! 5000 Pa. For
clarity in plotting, the discrete functionVn shown in part~v! of Figs. 1 and
2 has been interpolated to provide line plots for the cross-sections shown in
this figure and subsequent ones.

1925 1925J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 J. W. L. Clarke and T. G. Leighton: Estimating cross-sections of bubbles



extinction cross-sectional area of a single bubble of varying
radii and compiling the results as in Fig. 3, the effective
response of a bubble layer with a given population distribu-
tion can be calculated. The density of the population is used
as a scaling quantity given the limitations discussed above.

Therefore the response of a nonuniform bubble distribu-
tion can be investigated by multiplying the response@calcu-
lated as for Fig. 1~a! and~b!# by a population distribution. In
addition the total response of the bubble cloud can be ascer-
tained by integrating to find the area under the extinction
cross-section radius curve for each cycle of the insonifying

sound field. Figures 4 and 5 show the response for a bubble
population typical of an oceanic bubble cloud16 and an arti-
ficially produced bubble cloud~taken from the population
measurements of Paceet al.8! in sound fields of 500 Pa and
5000 Pa amplitude. Since the acoustic attenuation method
used for measuring the laboratory population proved unreli-
able for larger bubble sizes in the data of Paceet al.,8 their
population has been extrapolated in Fig. 6, up to a radius of
600 mm, to investigate the effect that this could have on the
time dependent extinction cross-sectional area~this is for il-
lustrative purposes only and in no way suggests that this

FIG. 4. Response of~a! an example oceanic bubble population~based on the measurements of Phelps and Leighton, Ref. 15!; and ~b! a laboratory bubble
population~based on the measurements of Paceet al., Ref. 8! in a 500-Pa, 150-kHz sound field. Plot~i! shows the bubble population distribution,~ii ! is the
extinction cross-sectional area oif a 1 m3 cloud, resolved for each radius bubble assuming no interactions, and~iii ! is the extinction cross-sectional area of the
1 m3 cloud ~i.e., summed for all radii for each cycle of the sound field!.
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extrapolation reflects the true nature of the population!.

IV. DISCUSSION

A simple comparison of the bubble wall displacements
depicted in Figs. 1 and 2 provides an intuitive guide as to the
effect of sound pressure level and the closeness to resonance
on ring-up time. It can clearly be seen that the time taken to
reach steady state is by far the longest for a resonant bubble
in a low amplitude sound field. A gentle build-up to steady
state is observed@Fig. 1~b!#. Conversely a resonant bubble in
a high amplitude sound field exhibits a distinctly nonlinear
response with significant initial transient activity before
quickly achieving a steady-state response@Fig. 1~a!#. Exami-
nation of the off-resonant bubble wall displacement plots
shows a reduced dependence on sound pressure level and a
rapid rise time with subsequent reduction and oscillation
~Fig. 2!.

In the case of the resonant bubbles, the graphs of the
extinction cross-sectional area shown in Fig. 1 tend to follow
the mean bubble wall response exhibiting a brief, transient,
ring-up at high sound pressure levels and a gradual build-up

for low sound pressure levels. The latter indicates potential
for reducing losses by using short pulses of ultrasound, an
effect confirmed by noting that in Fig. 1~b! ~iv!, in the first
30 cycles the curve dips below a straight line which might be
extrapolated back from the steady state~as predicted in Sec.
II !.

A superposition of natural and driving frequencies is
evident in the radius plots@Fig. 2~i!#. The extinction cross-
sectional area for these off-resonant bubbles@Fig. 2~v!# is
more complicated and can be more easily understood by ex-
amining the plots of the acoustic power loss determined from
Eq. ~2! @Fig. 2~ii !#.

Although transients are more evident at the lower driv-
ing pressures@Fig. 2~b! ~ii !#, the tendency in both plots is for
the energy loss@Fig. 2~iii !# and extinction cross-section@Fig.
2~v!# to oscillate around the steady-state value at twice the
bubble natural frequency, although the cross-section takes
much higher values for the first few cycles. Clearly the pres-
ence of such bubbles would not be conducive to enhancing
acoustic transmission using pulsed fields. Figure 3 summa-
rizes the time-dependent cross-section of single bubbles. A

FIG. 5. Response of~a! an example oceanic bubble population~based on the measurements of Phelps and Leighton, Ref. 15! and ~b! a laboratory bubble
population~based on the measurements of Paceet al., Ref. 8! in a 5000-Pa, 150-kHz sound field.~i! The extinction cross-sectional area of a 1 m3 cloud,
resoved for each radius bubble assuming no interactions.~ii ! The extinction cross-sectional area of the 1 m3 cloud ~i.e., summed for all radii for each cycle
of the sound field!.
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‘‘geometrical’’ contribution is seen from the large bubbles,
which oscillate for a few tens of cycles following the onset
of insonation around the eventual steady-state value. Smaller
bubbles contribute a lesser amount except around the reso-
nance condition. Here there is a peak, with a ring-up time

which tends to decrease with increasing driving amplitude.
Figure 7 shows how the extinction cross-section of a 20-mm
radius bubble changes with increasing sound pressure levels.
The bubble response quickly deviates from an exponential
ring-up with a corresponding decrease in ring-up time. Thus
for the simulated response of a bubble cloud, which contain
large numbers of small bubbles, to a 150-kHz sound field the
response of the resonant bubble is dominant with a well de-
fined ring-up time for low sound pressure levels~Fig. 4!. It is
evident that an increase in the sound pressure level can sig-
nificantly reduce the ring-up time. The results shown in Fig.
5 demonstrate this effect. In the case of the extrapolated
bubble populations shown in Fig. 6, despite the numbers of
large bubbles being relatively few, their presence has a sig-
nificant effect on the response of the cloud as a whole, par-
ticularly during the first few cycles of the insonifying sound
field. In this epoch, the early motion of these large bubbles
~characterized above as being a fall in the first few cycles
following oscillation toward steady state! appears to domi-
nate. Thus the presence of large bubbles and/or high sound
pressure levels can be counter-indicative for the enhanced
efficiency of penetration of sonar through bubble clouds.

FIG. 7. Extinction cross-sectional area of a single bubble of radius 20mm in
a 150-kHz sound field of varying sound pressure level between 500 and
25 000 Pa.

FIG. 6. Response of the laboratory bubble population~based on the measurements of Paceet al., Ref. 8! extrapolated to include potential large bubbles in a
150-kHz,~a! 500 Pa and~b! 5000 Pa sound field. Plot~i! is the extinction cross-sectional area of a 1 m3 cloud, resoved for each radius bubble assuming no
interactions, and~ii ! is the extinction cross-sectional area of a 1 m3 cloud, summed for all radii for each cycle of the sound field.
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V. CONCLUSIONS

A theoretical study into the time dependence of the re-
sponse of air bubbles in fresh water to a continuous wave of
150-kHz sound field has shown that the ring-up time of a
bubble is affected by its closeness to resonant oscillation and
the amplitude of the driving sound field. Expansion of this
theory to investigate the response of a low density bubble
cloud of oceanic and laboratory origins has shown that a
significant ring-up time should be detectable if the predomi-
nant smaller bubbles are insonified at their resonant fre-
quency. Furthermore, higher sound pressure levels can ob-
scure the ring-up time of the resonant bubbles, and the
presence of large off-resonant bubbles even in relatively
small quantities can enhance this effect significantly.
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Backscattering enhancements associated with subsonic
Rayleigh waves on polymer spheres in water: Observation
and modeling for acrylic spheres
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Unlike most common solids, ‘‘plastic’’ polymer solids typically have shear and Rayleigh wave
phase velocities less than the speed of sound in water. Subsonic Rayleigh waves on smooth objects
in water are not classified as leakey waves and it is necessary to reexamine backscattering
mechanisms. Also the intrinsic material dissipation of the Rayleigh wave can be significant.
Backscattering by acrylic or polymethlmethacrylate~PMMA! spheres in water is analyzed and
measured in the regionka51.5– 7 and it is found that prominent low-lying resonance peaks of the
form function u f u exist. The peaks can be modeled with quantitative ray theory as the result of
coupling of subsonic Rayleigh waves with sound through acoustic tunneling. The most prominent
maximum ofu f u55.63 occurs atka51.73 and is associated with the quadrupole~or n52) partial
wave. In addition to explaining the scattering, the target strength is found to be sufficiently large that
such spheres may be useful for passive low frequency targets. ©2000 Acoustical Society of
America.@S0001-4966~00!03104-0#

PACS numbers: 43.30.Ft, 43.20.Fn, 43.35.Mr@DLB#

INTRODUCTION

This paper examines the backscattering response of an
acrylic or polymethylmethacrylate~PMMA! sphere in water.
Solid–polymer ‘‘plastic’’ objects have not received much
attention in the study of backscattering primarily due to the
large absorption that tends to limit the response at high fre-
quencies. In addition to intrinsic attenuation, plastic objects
have other properties which make them interesting from the
standpoint of scattering theory: Plastics typically have shear
and Rayleigh velocities which are less than the speed of
sound in water.1,2 Plastic scatterers have been examined in
various computational studies although the detailed scatter-
ing mechanisms were not analyzed.3–5 Previous studies have
examined the role of subsonic surface waves in backscatter-
ing enhancements, however, these studies have dealt with
scattering from metallic spherical and cylindrical shells.6–12

In the modal spectrum of such shells, certain portions of the
lowest antisymmetric Lamb wave are subsonic and plane
waves incident on these shells can couple into these modes
by tunneling through the evanescent field adjacent to the
shell. The present work indicates that coupling via tunneling
can be important in the scattering by solid PMMA spheres.
Examination of the backscattering form function for a solid
PMMA sphere~Fig. 1! reveals a large backscattering en-
hancement which is shown here to be associated with the
subsonic Rayleigh wave. Because this enhancement occurs
at low frequencies, the attenuation due to material absorption
is small as can be seen from the solid line in Fig. 1 where
absorption is included in the calculation of the form function
as discussed in Sec. I. Figure 2 shows experimental evidence
of the excitation of an enhancement for a PMMA sphere
with a radius ofa525.4 mm. In this experiment, the incident
10-cycle tone burst has a frequency of 16.0 kHz which cor-

responds to the lowest resonance of the sphere. The reso-
nance affects the peak amplitude and stretches out the decay-
ing portion of the echo. Details of this and related
experiments are given in Sec. IV. The presence of this large
resonance suggests that solid plastic spheres may make good
candidates for use as passive sonar targets for certain appli-
cations. This may provide an alternative to the thin fluid-
filled spherical shells which have typically been used to give
enhanced backscattering. These targets depend on a large
velocity mismatch between the interior fluid and the sur-
rounding fluid to enable glory scattering~Sec. 4.8 of Ref.
13!. In the past this was achieved by using chlorofluorocar-
bon ~CFC!, however, the production of this substance has
been banned and alternative fluids are being considered.14,15

The simplicity and availability of plastic spheres may make
them a good alternative to fluid-filled shells for narrow-band
low frequency applications and this is considered in Sec. V.

To understand the role of the subsonic Rayleigh wave, a
ray approximation was used to model the backscattering en-
hancement. The ray approximation, discussed in Sec. II, is
identical to the method previously used to model subsonic
guided waves on spherical shells.8,9 In the present research,
however, attention is given to the introduction of material
absorption into the Watson methodology to find the phase
velocity and damping of the Rayleigh wave on the PMMA
sphere. This is discussed in Sec. III. Examination of the re-
sults of the Watson methodology supports an approximatead
hoc means of introducing material absorption into the phase
velocity and damping coefficients for a Rayleigh wave on the
sphere. Comparisons with partial wave series calculations
support the ray approximation modified so as to include ma-
terial absorption.
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I. EXACT FORM FUNCTION WITH THE ADDITION OF
MATERIAL ABSORPTION

Typically material absorption is neglected in the study
of backscattering from elastic objects. These absorption
mechanisms are usually much less than those due to radia-
tion damping and contribute little to an understanding of the
dominant processes. However, for PMMA and other plastics
a significant portion of the acoustic energy could be ab-
sorbed. Before examining the approximate ray synthesis for
the scattering enhancement of interest, the exact partial wave
series solution will be modified to include material absorp-
tion to examine the extent to which this will alter and possi-
bly suppress the backscattering amplitude. The steady-state
scattered pressure in the far field from an elastic sphere has
the form

pscat5pinc

a f

2r
eikr , ~1!

wherepinc is the pressure amplitude of the incident acoustic
wave,a is the sphere radius, andr is the distance from the
center of the sphere to some distance observation point. The
wave numberk of the incident plane wave is defined as
k5v/c, wherev is the angular frequency andc is the speed
of sound in water. The time dependence exp(2ivt) has been
suppressed. The complex scattering amplitude or form func-
tion can be expressed by the exact partial wave series repre-
sentation

f ~x5ka!5
2

ix (
n50

}

~21!n~2n11!
Bn~x!

Dn~x!
, ~2!

wherex5ka52pa/l and l is the wavelength of the inci-
dent plane wave. The functionsBn(x) and Dn(x) are 333
determinants the elements of which are given in Ref. 16.
These functions depend on the material parameters of the
sphere which are the longitudinal sound speedcL , the shear
or transverse sound speedcS , and the densityre . The den-
sity of water is denoted byr.

To examine the effects of material absorption, the form
function was modified by introducing complex wave num-
bers into the determinantsBn and Dn.4,5 These complex
wave numbers are given by

kL85
v

cL
~11 igL!, ~3a!

ks85
v

cS
~11 igS!, ~3b!

wheregS andgL are the shear and longitudinal normalized
absorption coefficients given in Table I. These were derived
from ultrasonic measurements made by Hartmann and
Jarsynski.2 By introducing complex wave numbers, the ele-
ments of the determinants are now expressions of complex
spherical Bessel functions and complex spherical Hankel
functions of the first kind. A comparison of the form func-
tions with and without the introduction of material absorp-
tion is given in Fig. 1. As expected the sharper resonances at
large ka are suppressed and the magnitudes of the broader
structures in this region have decreased as well. The large
enhancement for 1,ka,10 is still prominent with only the
magnitudes of the resonances having decreased. TheQ of
these resonances now depends on both the radiation damping

FIG. 2. Backscattered response of a PMMA sphere (a525.4 mm! to a
10-cycle tone burst at 16.0 kHz (ka51.72). Because the individual circum-
navigations are closely spaced in time, they cannot be easily resolved. The
slowly decaying tail at 120 ms indicates the presence of the resonance and
the associated scattering enhancement.

FIG. 1. Exact form function calculated with the addition of material absorp-
tion in the partial wave series~solid line! for a PMMA sphere. The exact
form function without material absorption is also given for comparison
~dashed line!. The first resonance is associated with then52 partial wave.

TABLE I. Material parameters used in calculations. The absorption values for PMMA were derived from
ultrasonic measurements made by Hartmann and Jarsynski.2

Material
Density
(g/cm3)

Longitudinal
velocity
~km/s!

Shear
velocity
~km/s!

Rayleigh
velocity
~km/s!

Longitudinal
absorption

Im(kL8)/Re(kL8)

Shear
absorption

Im(ks8)/Re(ks8)

PMMA 1.19 2.690 1.340 1.250 0.0034 0.0053
water 1.00 1.479
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and the material absorption and indicates that any approxi-
mate ray synthesis of this enhancement must incorporate
both of these effects. A secondary consequence of absorption
is to introduce a weak frequency dependence ofcL and cS.
This dispersion is estimated to have a negligible effect for
1,ka,10.

II. RAY APPROXIMATION WITHOUT MATERIAL
ABSORPTION

Previous studies have examined ray approximations for
scattering contributions due to subsonic guided waves on
spherical and cylindrical shells.8–10 The antisymmetrica02

was found to have a phase velocity along the shell surface
that is less than the speed of sound in the surrounding water.
For PMMA, the Rayleigh wave speed is less than the sur-
rounding water and the ray approximation for subsonic
guided waves becomes applicable for the solid PMMA
sphere. Figure 3 shows the modified ray picture for subsonic
Rayleigh waves on a solid sphere. Neglecting material ab-
sorption, the resulting contribution to the form function by
the mth circumnavigation of the counterpropagating waves
may be written9

f mR52GR exp@2pbR22pmbR

1 i ~hR2mp12pmxc/cR!#, ~4!

where the subscriptR indicates that this is the contribution
due to the Rayleigh wave andm50,1,2... . The coupling
coefficient GR accounts for the interaction of the surface
wave with the surrounding water and is related to the radia-
tion damping parameterbR by the approximation17 uGRu
'8pbRc/cR . Each term in the complex exponent has a
simple geometric significance. The terms proportional tobR

describe the radiation damping as the surface wave travels
around the sphere. The phase terms proportional tom de-
scribe the phase shifts due to polar caustics and propagation
due to each complete circumnavigation. The phasehR

5pxc/cR2p/2 is associated with the first partial circum-
navigation and crossing of the polar caustic atC9. The con-

tributions due to repeated circumnavigations may be
summed giving

f R5 (
m50

`

f mR5
2GR exp~2pbR1 ihR!

@11exp~22pbR1 i2pxc/cR!#
. ~5!

In the absence of material absorption, the properties of
the Rayleigh wave on a solid sphere are calculated using the
Watson methodology which yields

cR /c5x/~aR11/2!, ~6a!

vR5aR1 ibR , ~6b!

DvR
~x!50, ~6c!

where Eq.~6c! is defined by replacing the partial-wave index
by the complex numbervR everywhere in the definition of
Dn(x).18 The results of this calculation are given Figs. 4 and
5 as the solid curves. As expected the Rayleigh phase veloc-
ity is subsonic and asymptotes to the fluid-loaded half-space
phase velocity with increasingka. Note that the free half-
space Rayleigh velocity iscR /c50.845 which is signifi-

FIG. 3. Ray diagram for the subsonic Rayleigh wave propagating around the
sphere. On the caustic, the projected tangential velocity of the Rayleigh
wave equals the speed of sound in water. Evanescent coupling to and from
the sphere is designated by the wiggly arrows atB1B2 and D1D2. WF
denotes a section of the wavefront that appears to be radiated from the
caustic.

FIG. 4. Normalized phase velocity of the Rayleigh wave on a PMMA
sphere with and without the addition of material absorption. The differences
between these two curves are so slight that they cannot be distinguished.
The dashed line (cR /c50.696) is the Rayleigh speed on a fluid-loaded
PMMA half-space. The Rayleigh speed on a free PMMA half-space is
cR /c50.845.

FIG. 5. Damping of the Rayleigh wave on a fluid-loaded PMMA sphere
calculated by three methods. The radiation damping with no material ab-
sorption~solid line!. The damping calculated for a sphere with the addition
of material absorption inDv l

~long dashes!. An approximation calculated by
the addition of the result with no material absorption and the material damp-
ing for a fluid-loaded PMMA half-space as in Eq.~8b! ~short dashes!. Also
displayed is the material absorption for a fluid-loaded PMMA half-space
which is the second term in Eq.~8b! ~long–short dashes!.
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cantly larger than for a water-loaded half-space19 (cR /c
50.695). The density of PMMA is very close to water
(r/re50.839) and this may account for the difference in the
fluid-loaded and free Rayleigh velocities. For Rayleigh
waves on fluid-loaded flat surfaces having19 cR /c.1 the
phase velocity increases with increasingr/re . However, we
find that if cR /c,1 ~as in the case of PMMA!, increased
fluid loading causes the Rayleigh velocity to decrease. This
is consistent with recent studies of PVC–water and
Plexiglass–water interfaces.20 In the limit of r/re→`, the
surface can be considered to have mixed boundary condi-
tions ~normal displacementu50, vanishing shear stresstzx

5tzy50, wherez is normal to the surface!. It may be that
this decreasing velocity follows the transition from a free
boundary (r/re50) to a mixed boundary (r/re→`) where
cR /c→0. In the limit r/re→0 the root we study evolves to
the free surface Rayleigh root.

An example of this type of subsonic surface wave was
examined by Guzhev.21 In that work, a surface wave, which
was classified as a Stoneley wave, at a flat fluid–solid inter-
face was studied as a function of sound speed in the fluid.
When the sound velocity in the fluid becomes larger than the
Rayleigh wave speed, the speed of the wave studied ap-
proaches the Rayleigh wave speed. For this wave, the major-
ity of the strain energy was found to reside in the solid in the
aforementioned limit. The wave studied by us has a similar
asymptotic behavior for the speed and is classified for the
purposed of our discussion as a generalization of the Ray-
leigh wave.

The solid line in Fig. 5 gives the corresponding radiation
dampingbR . The ka dependence can be qualitatively ex-
plained in terms of the evanescent field coupling as is done
in Refs. 8 and 12. Aska→0, cR /c decreases rapidly and
consequently the caustic separation (bR2a)5(ac/cR)(1
2cR /c) increases rapidly as well~Sec. 2.16 in Ref. 13!. The
increasing value ofk(bR2a) causes the evanescent leakage
of radiation to decrease and the associated value ofbR de-
creases. For largeka, the value ofcR /c asymptotes to a fixed
value and bR5ac/cR→1.44a. The value of k(bR2a)
50.44ka now increases monotonically withka. This de-
creases the amount of evanescent leakage of radiation from
the sphere and the value ofbR . This differs significantly for
the a02 wave on steel spherical shell.8 For that wave, the
phase velocity asymptotically approaches the speed of sound
in water, the caustic separation vanishes, and the coupling
between the shell and water becomes very large. Following
Felsen,11,12 highly subsonic waves having small radiation
damping are termed ‘‘trapped,’’ while waves that are only
slightly subsonic are termed ‘‘creeping.’’ Unlike the
a02wave, which makes a transition from trapped to creeping
wave, the subsonic Rayleigh wave goes from being a trapped
wave to a creeping wave and then back to a trapped wave.
This behavior accounts for theka dependence ofbR .

III. RAY APPROXIMATION WITH MATERIAL
ABSORPTION

To modify the root calculation to incorporate material
absorption, the complex wave numbers in Eq.~3! are used in
Eq. ~6c! and the roots are recalculated to yieldcR8 /c andbR8 .

In Fig. 4, cR8 /c and cR /c are both displayed, however, the
two curves are indistinguishable at the scale of the graph.
Material absorption has only a slight effect on the phase
velocity, decreasing its value by a maximum ofD(cR /c)
57.531024 at ka52.6. In Fig. 5, there is a significant
change in the total damping parameterbR8 which reflects the
combined damping due to radiation losses and due to mate-
rial absorption. ComparingbR8 ~long dashes! to bR ~solid
line!, for low ka the dominant mechanism is the radiation
damping as expected since the material absorption is linear
in frequency. Aska increases, the material absorption domi-
nates the damping.

Care must be taken in the incorporation ofcR8 /c andbR8
into the ray approximation for the backscattering form func-
tion. Recall that the coupling coefficientGR depends on the
radiation damping parameterbR . This coefficient accounts
for the degree of coupling between the acoustic fields and the
Rayleigh waves on the sphere. It follows that even with ma-
terial absorption, the coupling coefficient should be approxi-
mated byuGRu'8pbRc/cR8 . In the rest of the expression for
f R , the remaining terms withbR describe the exponential
damping of the Rayleigh wave as it travels around the
sphere. Since this damping is affected by the material ab-
sorption, it is reasonable to replacebR by bR8 in the exponent
in Eqs.~4! and ~5!.

The ray approximationu f Ru usingcR8 /c andbR8 is com-
pared to a background-subtracted contributionu f subu in Fig.
6. This contribution is calculated asf sub5 f 2 f sp , wheref sp

is the specular contribution to the form function. This is ap-
proximated by f sp5R exp(2i2x), where R5(recL2rc)/
(recL1rc) is the unimodular reflection coefficient of a
water–PMMA interface. The ray approximation describes
the enhancement well forka,7.5 where other mechanisms
such as whispering gallery modes begin to contribute to the
backscattering. The agreement is remarkable at lowka: even
as low aska51.5 there is near agreement between the ray
approximation andu f subu. A plausible explanation for this
agreement is that the incident wave actually couples at a
larger radius than the sphere itself due to the tunneling
mechanism~Fig. 3!. For example, the ratio of the caustic
radius to sphere radius isbR/a51.53 atka51.5 and the fre-

FIG. 6. The dashed curve givesu f subu, a background subtracted form func-
tion for a PMMA sphere. The solid curve gives the ray approximationu f Ru
for the Rayleigh wave usingcR8 /c and bR8 as discussed in Sec. III. Both
curves incorporate material absorption. The ray approximation using an ap-
proximate phase velocity and damping coefficient is not discernible from
u f Ru on the scale of this graph.
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quency of the incident wave normalized to the caustic radius
becomeskbR52.29.

The quality factors of the resonances can be determined
from the decay rate of the echo amplitudes as done in Refs.
22 and 23. Themth echo can be expressed asAm'B exp
(2TbRcgR/c), whereT[(ct2R)/a, cgR is the group veloc-
ity, and R is the source distance, and from this expression,
Q'ka/(2bRcgR /c). For the lowest resonance atka51.73
which corresponds to the quadrupole (n52) partial wave,
the quality factor was calculated to beQ57.7. This com-
pares with the measured quality factor from Fig. 2 which was
found to beQ5vt/2'9.9 where 1/t is the free decay rate.
As expected the addition of material absorption has only a
small affect on the lowest resonances where the difference in
the calculatedQ with and without material absorption is
DQ520.51. This difference increases significantly for the
higher modes where the material absorption is the dominant
dissipative mechanism.

The previous discussion of the structure ofbR8 suggests
that it may be possible to approximatebR8 by treating the
material absorption as simply being additive tobR . Straight-
forward numerical calculation yields the wave number for a
fluid-loaded PMMA half-space with material absorption:19

kR85kR(11 igR) where gR is the normalized damping pa-
rameter for the Rayleigh wave andgR50.004 19 for the pa-
rameters given in Table I. Because Fig. 4 indicates thataR8 is
negligibly different fromaR , we can use the approximation
aR8'aR. Equation~6b! becomes

vR~approx!8 'aRS 11 i S bR

aR
1gRD D ~7!

and, using Eq.~6a!,

aR~approx!8 'aR , ~8a!

bR~approx!8 'bR1gRS x

cR /c
2

1

2D . ~8b!

In this approximation,Dn(x) does not need to be modified
by introducing complex wave numbers and a relatively
simple numerical calculation is required to findgR . The re-
sult of this approximation is given as the short dashed line in
Fig. 5. The approximatebR8 is slightly larger in the region
where there is a transition from radiation to material loss.

When the parameters in Eqs.~8! are used to calculate the
backscattering contributionu f R(approx)u, the resulting curve is
barely distinguishable from the original ray predictionu f Ru
on the scale of Fig. 6 and the greatest error occurs at the
resonances where material damping is most important. It ap-
pears that the approximations in Eq.~8! are useful for deter-
mining whether absorption effects will significantly modify
form functions without doing a detailed analysis.

IV. EXPERIMENTAL RESULTS

To confirm the presence of the Rayleigh wave back-
scattering enhancement, the backscattering for different
PMMA spheres were measured. For the PMMA sphere, the
backscattering enhancement occurs nearka'1.73 for the
quadrupole term. The specular return and the echoes due to

repeated circumnavigations are separated in time by only a
few cycles making them difficult to measure individually, as
can be seen in Fig. 2. The individual circumnavigations and
the specular reflection typically appear as the staircasing of
the tone burst at the beginning of the response.3 This
build-up to steady state was exploited by using sufficiently
long tone bursts and by measuring the total response from
which the form function could be extracted.

In this experiment two PMMA spheres were used. They
were composed of solid, clear acrylic with no visible seam.
The large sphere had a radius ofa525.4 mm and was ob-
tained from a juggling supply company. The smaller sphere
had a radius ofa512.7 mm and was obtained from Indus-
trial Tectonics, Inc. Each of these spheres was attached to a
length of fishing line via a small piece of kapton tape and
lowered to depth of 121 cm. The experimental setup is very
similar to that used by Gipson and Marston24 with a different
selection of transducers. Against one wall of the tank, a
10.16310.16 cm 1–3 piezocomposite transducer built by
Material Systems, Inc. was lowered to the same depth and
aligned such that it ensonified the submerged sphere with 30
cycle tone bursts. The sphere and source were separated by a
distance of 1.87 m. To measure the response of the sphere,
an Edo spherical hydrophone was placed between the source
and the PMMA sphere at a distance of 1.18 m from the
sphere. The frequency range of interest for these spheres was
30–60 kHz and in this frequency range both the sphere and
the hydrophone were in the far field of the source and sphere,
respectively. For the large sphere, this frequency range cor-
responds toka53.2– 6.4 and for the small sphere this cor-
responds toka51.6– 3.2.

To obtain the normalized form function for each sphere,
the following calibration procedure was used. The voltage
response of the hydrophone was measured and recorded with
the sphere in place. The sphere was removed and a back-
ground signal was then recorded and subtracted from the
previous record to give the steady-state backscattered voltage
amplitudeVscat. In order to normalize the response, the hy-
drophone was placed in the position of the sphere and the
incident tone burst was recorded using the same source level
for the scattering records. Since the resulting voltage ampli-
tudeVinc is portional to the incident pressure, the normalized
form function becomesu f u5(Vscat/Vinc)(2R/a), where
(2R/a)592.91 and 185.82 for the large and small spheres,
respectively. The results of this measurement are compared
to the calculated form function in Fig. 7. The triangles are
data points taken with the smaller sphere and the diamonds
are points taken with the larger sphere over the frequency
range discussed above. The measurements are in good agree-
ment with the calculations presented earlier, however, in the
frequency range used here, it is difficult to resolve the extent
to which the material absorption of these spheres affects the
backscattering at higher frequencies. This choice of frequen-
cies was mitigated by several factors. The lower bound was
determined primarily by the dimensions of the tank in which
the experiment was performed. The upper bound was deter-
mined by the Rayleigh distance of the source and diffractive
effects on the incident beam due to the hydrophone.
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V. DISCUSSION

These results indicate that a solid PMMA sphere exhib-
its a large, low frequency backscattering enhancement which
was shown to be associated with tunneling to a subsonic
Rayleigh wave. The enhancement is not removed by
PMMA’s material absorption. Although many of the features
at higher frequencies are strongly affected by the attenuation,
it is worth mentioning here some observations pertaining to
the whispering gallery modes. It was noted earlier that the
density of PMMA was very close to water (r/re50.839)
and this was seen to have a significant effect on the velocity
of the Rayleigh wave. Studies of Lamb waves on plates have
found that increased fluid-loading produces interactions be-
tween the various modes which can have a significant effect
on the modal spectrum of the plate.25,26Calculations not pre-
sented here for the PMMA sphere have found similar inter-
actions between whispering gallery waves and Stoneley
waves that may be mediated by the density of the surround-
ing medium. The consequences of these interactions may not
have as pronounced an effect on the backscattered response
of the plastic spheres due to the high material absorption of
these waves, however, this indicates that for low-density ma-
terials, some interesting features may be present.

As stated earlier, the presence of this backscattering en-
hancement may make PMMA spheres a potential candidate
as passive sonar targets for situations where the narrow reso-
nances may be used to advantage. To evaluate this possibil-
ity, the target strength27 can be calculated for the largest
resonance which occurs as atka51.73. The radius of the
sphere at this particular value ofka is a(m)5407/F(Hz),
whereF is the frequency for the parameters listed in Table I.
The target strength can be written as

TS520 logS u f u
1.73c

4pRrefF
D , ~9!

whereRref51 m is the reference distance,c51479 m/s, and
at the resonanceu f u55.63. The peak resonance value ofu f u
does not depend onF because the normalized coefficientsgL

andgS in Eq. ~3! are, to a good approximation, independent
of F. This calculation is displayed in Fig. 8 as well as the

radius of the PMMA sphere required for this frequency. For
low frequencies, the target strength is substantial supporting
the possibility of creating a simple target having an enhanced
cross section. Certain other low-dissipation polymers1,2,20

such as polysterene may also be useful for this application.
It is noteworthy that Hay and Schaafsma28 previously

observed ‘‘giant resonances’’ in theattenuation of soundin
monodisperse suspensions of polystyrene spheres having 1
,ka,6. Our analysis of the effect of fluid loading on Ray-
leigh waves on polymers, Sec. II, indicates that these reso-
nances are like those we have studied in backscattering. They
are properly identified as associated with subsonic Rayleigh
waves.
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A mapping approach for handling sloping interfaces in parabolic equation solutions is developed
and tested. At each range, the medium is rigidly translated vertically so that a sloping interface
becomes horizontal. To simplify the approach, the slope is assumed to be small and the extra terms
that arise in the wave equation under the mapping are neglected. The effects of these terms can be
approximately accounted for by applying a leading-order correction to the phase. The mapping
introduces variations in topography, which are relatively easy to handle for the case of a
pressure-release boundary condition. The accuracy of the approach is demonstrated for problems
involving fluid sediments. The approach should also be accurate for problems involving elastic
sediments and should be useful for solving three-dimensional problems involving variable
topography. ©2000 Acoustical Society of America.@S0001-4966~00!00204-6#
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INTRODUCTION

Parabolic equation techniques are useful for solving
range-dependent wave propagation problems.1 They are
based on factoring and approximating operators to obtain
one-way wave equations that handle outgoing energy accu-
rately and efficiently. The development of parabolic equation
techniques has been an active area since the early 1970s.
Many of the key issues have been resolved for acoustics
problems.2–8 There has also been progress on the elastic
case,9–14 but significant limitations in accuracy still exist for
some range-dependent problems. In this paper, we present a
mapping approach that can be used to obtain accurate para-
bolic equation solutions for problems in involving sloping
interfaces between fluid and elastic layers.

Coordinate mappings can be used to simplify problems
involving variable boundaries and interfaces. For example,
conformal mappings have proved to be useful for handling
rough ocean surfaces.15,16 Some mappings trade off compli-
cated geometry for additional terms in the wave equation,
which may be difficult to handle. We consider a vertical
translation of the medium at each range, which has been
applied to problems involving rough surfaces.17 To simplify
the approach, we assume that slopes are small and either
discard or approximate the additional terms in the wave
equation. In Sec. I, we describe the mapping solution and
confirm its accuracy for problems involving fluid layers. In
Sec. II, we describe a correction to the mapping solution. In
Sec. III, we apply the mapping approach to problems involv-
ing fluid and elastic layers. In Sec. IV, we apply the mapping
solution to problems involving variable topography.

I. THE MAPPING SOLUTION

In this section, we describe the mapping solution and
confirm its accuracy for problems involving fluid layers. We
obtain reference solutions using an energy-conserving para-
bolic equation model.5 We work in cylindrical coordinates,
where the ranger is the horizontal distance from a source,z

is the depth, andu is the azimuth. We apply the uncoupled
azimuth approximation18 to reduce to two dimensions and
work with the far-field wave equation,

]2c

]r 2 1
]2c

]z2 1k2c50, ~1!

@c#5F1

r

]c

]nG50, ~2!

where p5r 21/2c is the complex pressure,k5v/c is the
wave number,v is the circular frequency,c is the sound
speed,r is the density,]/]n is the normal derivative, and the
bracket notation indicates quantities that are continuous
across an interface atz5d(r ). The pressure-release bound-
ary conditionc50 applies atz50.

We assume that the slope of the interface is small and
apply the change of variables,

S r̃
z̃D5S r

z2d~r ! D , ~3!

where r̃ and z̃ are the mapped coordinates. This mapping
replaces a sloping interface with a sloping surface, which is
easier to handle since the pressure-release condition is
nondirectional.19 We neglect terms involving the slope to
obtain

]2c

] r̃ 2 1
]2c

] z̃2 1k2c50, ~4!

@c#5F1

r

]c

] z̃ G50. ~5!

The combination of the mapping and the neglect of slope
terms is equivalent to physically distorting the waveguide,
which conserves energy. The adiabatic mode solution20 is
invariant under this distortion since it involves rigid vertical
translations.

Example A illustrates that the mapping solution is sup-
erior to the adiabatic mode solution since it accounts for
mode coupling. This mode cutoff problem21 involves a
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25-Hz source atz5112 m. The bathymetry is 200 m forr
,5 km, 60 m forr .10 km, and linearly sloping for 5 km
,r,10 km. The sound speed is 1500 m/s in the water col-
umn. In the sediment, the sound speed is 1704.5 m/s, the
density is 1.15 g/cm3, and the attenuation is 0.5 dB/l. The
mapping solution appearing in Fig. 1 is in agreement with
the reference solution~which is not shown!. In particular, the
mapping solution accurately handles the beam in the sedi-
ment, which corresponds to the release of energy from the
third mode at cutoff. The adiabatic mode solution does not
handle this feature properly.22

II. A LEADING-ORDER CORRECTION

In this section, we describe a correction to the mapping
solution. Example B illustrates that the correction is required
for some problems. This deep water problem involves a
25-Hz source atz5400 m and the canonical sound speed
profile,23

c~z!5c* S 11aS z2z*
H

1expS z2z*
H D21D D , ~6!

where c* 51500 m/s, H5600 m, z* 51000 m, and
a50.007. The bathymetry is 5 km forr ,25 km, 1 km for
r .50 km, and linearly sloping for 25 km,r,50 km. In the
sediment, the sound speed is 1550 m/s, the density is 1.15
g/cm3, and the attenuation is 0.5 dB/l. The mapping solution
appearing in Fig. 2 contains sharp bends in the Lloyd’s mir-
ror beams atr 525 km, which are artifacts of neglecting the
additional terms that arise in going from Eqs.~1! and ~2! to
Eqs. ~4! and ~5!. The beams are smooth in the plot of the
solution in mapped coordinates appearing in Fig. 2. The
bends are introduced when the solution is mapped back to
the original coordinates.

The error associated with the bends can be reduced by
approximately introducing equal but opposite bends with the
leading-order correction,

c~ r̃ ,z̃!→exp~2 ik0z̃ sin d!c~ r̃ ,z̃!, ~7!

FIG. 1. Transmission loss for example A, which involves a 25-Hz source
and a mode cutoff in an ocean with a sloping bottom. The mapping solution
is obtained by first solving the problem in mapped coordinates~top image!,
where the ocean bottom is horizontal. This solution is then mapped back to
the original coordinates to obtain a solution to the original problem~bottom
image!.

FIG. 2. Transmission loss for example B, which involves a 25-Hz source
and the reflection of Lloyd’s mirror beams from a sloping bottom. The
mapping solution is obtained by first solving the problem in mapped coor-
dinates~top image!, where the ocean bottom is horizontal. This solution is
then mapped back to the original coordinates to obtain a solution to the
original problem~lower image!. The beams are smooth in the mapped co-
ordinates. When the solution is mapped back to the original coordinates,
sharp bends are erroneously introduced into the beams atr 525 km.
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each time the slope changes, wherek05v/c0 is a represen-
tative wave number,c0 is a representative wave speed, andd
is the change in slope. We takec051500 m/s for each of the
examples. Since the waveguide distortion conserves energy,
the leading-order correction in Eq.~7! only affects the phase.
In contrast, the leading-order energy-conservation correction
in Eq. ~19! of Ref. 13 only affects the amplitude since phase
is handled properly by the higher-order parabolic equation.
Based on the analogy between these corrections, we would
expect the leading-order phase correction to provide accurate
solutions for many problems since the leading-order ampli-
tude correction provides accurate solutions for many prob-
lems. The corrected solution appearing in Fig. 3 does not
contain the sharp bends and is in agreement with the refer-
ence solution.

Example C quantitatively illustrates the accuracy of the
corrected mapping solution. This problem involves a 25-Hz
source atz5100 m. The bathymetry is 200 m atr 50 and
r 520 km, 40 m atr 510 km and r 530 km, and linear
between these points. The sound speed is 1500 m/s in the
water column. In the sediment, the sound speed is 1700 m/s,
the density is 1.5 g/cm3, and the attenuation is 0.5 dB/l.
Parabolic equation solutions appear in Fig. 4. The corrected

mapping solution is in agreement with the reference solution.
The uncorrected mapping solution is accurate forr ,10 km
but breaks down forr .10 km.

The mapping solution is related to the rotated parabolic
equation solution,24 which involves a rotated coordinate sys-
tem in which the range parallels the interface. Although co-
ordinate rotations do not give rise to additional terms in the
wave equation, handling changes in slope is relatively com-
plicated with the rotated parabolic equation. At a transition
between regions of constant slope, the incident field at the
end of the old region must be rotated to obtain the transmit-
ted field at the beginning of the new region. Rotating using
the local approximation,

c~r 1Dr ,z!>exp~ ik0Dr !c~r ,z!, ~8!

is analogous to using the correction in Eq.~7!. It should be
possible to achieve improved accuracy by interpolating and
extrapolating the incident field.

III. SLOPING FLUID–SOLID INTERFACES

The mapping solution, including the correction in Eq.
~7!, can be applied to problems involving elastic bottoms.
Examples D and E involve a 10-Hz source atz5390 m. The
bathymetry is 400 m forr ,4 km, 100 m atr 510 km, and

FIG. 3. Transmission loss for example B, which involves a 25-Hz source
and the reflection of Lloyd’s mirror beams from a sloping bottom. The
corrected mapping solution~top image! is in agreement with the reference
solution ~lower image!.

FIG. 4. Transmission loss atz530 m for example C, which involves a
25-Hz source in shallow water and changes in the slope of the ocean bottom
at r 510 andr 520 km. In the top frame, the uncorrected mapping solution
~solid curve! is in agreement with the reference solution~dashed curve! for
r ,10 km. In the bottom frame, the corrected mapping solution~solid curve!
is in agreement with the reference solution~dashed curve! for all ranges.
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linearly sloping for 4 km,r,10 km. The sound speed is
1500 m/s in the water column. In the sediment, the density is
1.5 g/cm3, the compressional attenuation is 0.1 dB/l, and the
shear attenuation is 0.2 dB/l. For example D, the compres-
sional speed is 1700 m/s and the shear speed is 800 m/s. For
example E, the compressional speed is 2400 m/s and the
shear speed is 1200 m/s. We solve these problems using the
correction in Eq.~7!. We compare the corrected mapping
solution with an elastic parabolic equation solution that ap-
proximately conserves energy.13

Results for examples D and E appear in Figs. 5 and 6.
Energy from the water column couples into compressional
waves in the bottom at all ranges for example D but only at
short ranges for example E. The interface wave is strong for
example E but weak for example D. The differences between
the transmission loss curves corresponding to the corrected
mapping solution and the energy-conserving solution are
relatively small for example D but relatively large for ex-
ample E. This is consistent with the results in Fig. 1 of Ref.
13, which indicate that the errors in the energy-conserving
solution are relatively small for wave speeds of 1700 and

800 m/s and relatively large for wave speeds of 2400 and
1200 m/s.

IV. VARIABLE TOPOGRAPHY

An effective approach for solving two-dimensional
problems involving variable topography is to allow the loca-
tion of the boundary of the computational grid to depend on
range.19 It would be relatively complicated and inefficient to
apply this approach to three-dimensional problems. The azi-
muthal step of the splitting solution of the three-dimensional
parabolic equation involves the equation,25,26

]c

]r
5

i

2k0r 2

]2c

]u2 , ~9!

which must be solved over azimuth for each depth grid point
at each range step. If the topography is relatively compli-
cated, the domain of Eq.~9! is a circle at fixed range and
depth that may pass through the surface several times. At
each crossing point, the pressure-release boundary condition
must be incorporated into the matrix that discretizes the op-
erator on the right side of Eq.~9!. The decomposition of this
matrix must be repeated each time the locations of the cross-
ing points change, which may occur many times at each
range. Greater simplicity and efficiency can be achieved by
mapping the surface to a horizontal plane. With this ap-

FIG. 5. Compressional wave transmission loss for examples D and E, which
involve a 10-Hz source in shallow water and an elastic sediment. The com-
pressional and shear wave speeds are 1700 and 800 m/s for example D~top!
and 2400 and 1200 m/s for example E~bottom!.

FIG. 6. Transmission loss atz530 m for examples D and E, which involve
a 10-Hz source in shallow water and an elastic sediment. Comparison of
corrected mapping solutions~solid curves! and solutions that approximately
conserve energy~dashed curves!. The compressional and shear wave speeds
are 1700 and 800 m/s for example D~top! and 2400 and 1200 m/s for
example E~bottom!.
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proach, there is no need for boundary conditions in Eq.~9!
and the decomposition only has to be performed once at each
range.

Example F involves a 25-Hz source atz5112 m in an
ocean that is 200-m deep forr ,5 km and linearly sloping to
a beach atr 512.5 km. Beyond the beach, the topography
increases with the same slope as the ocean bottom to 200 m
above sea level atr 520 km. The ocean bottom consists of a
100-m-thick layer that parallels the ocean bottom in which
the sound speed is 1704.5 m/s, the density is 1.15 g/cm3, and
the attenuation is 0.1 dB/l. In the basement half space, the
sound speed is 1850 m/s, the density is 1.5 g/cm3, and the
attenuation is 0.25 dB/l. Results for example F appear in
Fig. 7. The mapping solution is in agreement with the refer-
ence solution, which was obtained using the approach de-
scribed in Ref. 19.

V. CONCLUSION

A mapping approach has been developed for solving
problems involving sloping interfaces. At each range, the
medium is mapped vertically so that a sloping interface be-
comes horizontal. Additional terms that arise in the wave

equation are neglected to simplify the approach. A leading-
order correction can be applied to approximately account for
the effects of these terms. Since the mapping conserves en-
ergy, the correction term only affects the phase. The accu-
racy of the mapping solution was demonstrated for problems
involving fluid sediments. The approach was also applied to
problems involving elastic sediments and to a problem in-
volving variable topography.
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The notion of environmentally adaptive, curvilinear, uncoupled normal modes is developed by
writing the Helmholtz equation in curvilinear coordinates. The depth-dependent vertical scaling
function provides some coordinate freedom missing from the Cartesian formulation. This freedom
permits adaptation of the normal mode approach to variable depth and variable sound-speed
problems for environments that change slowly in range. A W.K.B. approximation to the
eigenfunctions shows modal decoupling can be realized when the vertical scaling function is chosen
equal to the reciprocal of the depth-dependent vertical wave number of the lowest mode. Numerical
simulations demonstrate that a requirement for constant inter-modal ratios of the vertical wave
number is valid throughout several wedges with different bottom boundary conditions. The
horizontal refraction of such modes agrees closely with analytic solutions. For a wide-angle wedge,
the acoustic field agrees qualitatively well with the benchmark solution of Dean and Buckingham@J.
Acoust. Soc. Am.93, 1319–1328~1993!#. @S0001-4966~00!02804-6#

PACS numbers: 43.30.Bp@SAC-B#

INTRODUCTION

The development of efficient three-dimensional
acoustic-propagation models suitable for the accurate com-
putation of acoustic fields throughout large regions of realis-
tic ocean environments remains elusive. Such environments
with nontrivial bottom topography and complicated sound-
speed profiles exhibit three-dimensional effects which are
poorly described by either sophisticated two-dimensional
models or idealized three-dimensional models. One well
known approach to three-dimensional propagation is through
the use of independently propagating normal modes~adia-
batic modes! as an expansion basis for the acoustic field. In
the current paper a geometric approach is used to advance
adiabatic mode theory by formulating the mode coupling
equations in environmentally adaptive curvilinear coordi-
nates.

The notion that acoustic energy may be effectively de-
scribed by a superposition of normal modes was first ex-
plored in detail by Pekeris.1 Williams and Lewis2 then ex-
tended the Pekeris solutions to the case of slowly varying
water depth. By interpreting ray invariants with respect to
normal modes, Weston3 concluded that nondegenerate
modes conserve energy in slowly changing, stratified envi-
ronments. Pierce4 derived mode-coupling equations by sepa-
rating the horizontal coordinates from the vertical. Eby
et al.5 did a tank experiment that verified the Pekeris model.
When the bottom slope was varied the modes were found to
adapt to the changing water depth.

Graveset al.6 explored the approximations necessary for
mode separation in environments with gradual, range-
dependant boundaries. Rutherford and Hawker7,8 demon-
strated that nonhorizontal interfaces induce nonconservation
of energy in coupled mode theory. Fawcett9 determined the
contribution of sloped-interface boundary terms to the mode-
coupling equations. Godin10 derived the mode-coupling
equations for sloping interfaces based on the reciprocity
principle.

Weston3,11 demonstrated that normal modes propagate
with a phase velocity varying as a function of horizontal
position. Pierce4 and Weinberg and Burridge12 derived ray
equations for the horizontal refraction of normal modes.
Doolittle et al.13 presented data showing slope-induced hori-
zontal refraction on the continental slope of Australia. Hall
and Irving14 applied adiabatic normal modes to the analysis
of horizontal refraction of acoustic energy propagating
through an ocean eddy.

As demonstrated by Pierce,4 adiabatic modes ignore the
continuous spectrum and therefore cannot model the cutoff
region. Jensen and Kuperman15 used a PE model to show
how modes propagating up-slope past the cutoff depth trans-
fer energy into the continuous spectrum via beams that turn
downward into the bottom. Pierce16 described this process
analytically using Airy’s functions. These results were sub-
sequently verified by several other investigators.17–21

For the same reason adiabatic modes cannot model
mode capturing. Tindle and Deane22 showed how the con-
tinuous spectrum contributes to the acoustic field propagat-
ing down-slope by leaking energy into higher order modes.
Using a PE model, Jensen and Tindle23 observed down-slope
mode capturing for cases where there were no trapped modes
at the source. From a ray-theoretic perspective, Westwood24

determined that mode capturing is caused by rays that are
partially reflected within the evanescent-wave region where
high-order source modes are nonpropagating.

For isovelocity linear wedge problems, modes with cy-
lindrical wavefronts centered on the wedge apex arise natu-
rally from physical interactions with the bottom. Using a PE
model, Jensen and Tindle23 demonstrated that wedge modes
propagate adiabatically both up-slope and down-slope while
local Cartesian modes showed clear evidence of coupling.
Tindle et al.25,26 did a down-slope tank experiment in which
curved modes centered on the wedge apex were found to
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propagate without coupling. Hobaek and Westwood27 did an
up-slope experiment in a penetrable wedge using a point
source. Even though the source excited a spherical wavefront
centered on the source location, the field at the receiver was
found to be consistent with wedge modes centered on the
wedge apex.

Cylindrical coordinates were used in the image solution
of Bradley28 and modal solutions of Buckingham.29–31How-
ever, coupling between wedge modes was found to be sig-
nificant for realistic sound-speed profiles in the cylindrical
wedge-mode model developed by Primack and Gilbert.32

Harrison33 generalized the notion of wedge modes by using
conformal mapping to obtain curvilinear coordinate systems
that follow the bottom. Separable solutions were then found
in the curvilinear system. Solutions of this form are valid
when the radius of curvature of the bottom is large compared
to the water depth. More recently, Galanenko34 employed
two-dimensional orthogonal curvilinear coordinates in a
coupled mode solution to the problem of elastic propagation
in a slowly varying layered waveguide.

Unfortunately, conformal mapping does not extend to
three dimensions where only a few well-known orthogonal
coordinate systems exist. Thus it is necessary to find a nearly
orthogonal coordinate system that separates an approximate
Helmholtz equation for realistic propagation problems. De-
saubies and Dysthe35 demonstrated the existence of such co-
ordinate systems by establishing a geometric equivalence be-
tween the phase of an intrinsic mode with phase deviations
induced by coordinate curvature.

Extensive effort has gone into the development of three-
dimensional isovelocity linear wedge models by
Buckingham,29,31 Dean and Buckingham,36 and Westwood24

for the purposes of physical understanding and providing
benchmarks.37 Kuperman et al.38 developed their WRAP
model using adiabatic normal modes with forward coupling.
Horizontal refraction was ignored by assuming an Nx2D ap-
proximation. Three-dimensional parabolic equation models
developed by Collins39 and Lee40 include horizontal refrac-
tion.

In this paper the coupled mode theory of Pierce4 is re-
visited in a curvilinear coordinate system. The acoustic
wavelength is assumed to be commensurate with the water
depth but short compared to the horizontal extent of the
problem. Under these conditions, vertical modes are ex-
pected to propagate independently along characteristic
curves in the horizontal plane. For environments that do not
vary too rapidly in the horizontal direction, the coupling of
energy between modes can be minimized with the proper
choice of a curvilinear coordinate system. Nearly orthogonal
coordinate systems are obtained from the vertical wave num-
ber of a reference mode such that coordinate surfaces are
conformal to physical interfaces. The lowest mode is chosen
as the reference because it propagates where the higher
modes are evanescent. The horizontal-refraction problem is
solved using Gaussian-beam ray-tracing41–43 to obtain solu-
tions valid across caustics and inside evanescent-wave re-
gions. No attempt is made to model the deposition of energy
into the bottom as modes pass the critical depth and down-
slope mode capturing is also ignored.

The remainder of this paper is organized as follows.
Section I covers the mathematical basis of curvilinear adia-
batic normal modes. The Helmholtz equation is written in
curvilinear coordinates and the vertical scale factor is seen to
provide an extra degree of freedom missing from the Carte-
sian formulation. An eigenvalue problem is posed in curvi-
linear coordinates and mode coupling shown to vanish when
horizontal derivatives of the eigenfunctions can be ignored.
A W.K.B. approximation to the eigenfunctions shows this
can be realized when the vertical scale factor is chosen equal
to the reciprocal of the vertical wave number. Section II
briefly covers some aspects of the computer algorithms used
in the simulations. Section III contains a discussion of nu-
merical benchmarks that includes a validation of using recip-
rocal vertical wave numbers for the scale factors. The slope-
induced horizontal refraction of modal ray paths is compared
to analytic solutions for modal caustics. Plots of the modal
amplitude demonstrate some defects in both cell methods
and Gaussian beams for the slope problem. The total acous-
tic field is then compared to a secondary benchmark. Section
IV summarizes some of the important findings and concludes
by reviewing the strengths and weaknesses of both the theory
and numerical implementation.

I. CURVILINEAR ADIABATIC NORMAL MODES

Here it is shown how an adiabatic normal mode solution
to the Helmholtz equation may be expressed in curvilinear
coordinates. A coordinate system is found in which the
modes have adiabatic properties for environments which
change slowly enough. The construction of this coordinate
system is based on the phase of a reference eigenfunction.
The resulting coordinate scale factors are then seen to pro-
vide the extra degree of freedom needed to support decou-
pling of the modes.

A normal mode expansion is used to show that mode
coupling is related to horizontal derivatives of the eigenfunc-
tions in the curvilinear coordinate system. Coordinate scale
factors are then found using a W.K.B. approximation such
that the horizontal derivatives of a reference eigenfunction
vanish. The horizontal derivatives of a W.K.B. approxima-
tion for all other modes depend on a ratio of wave numbers
with the reference mode. The nearly constant horizontal be-
havior of this ratio provides a justification for adiabatic
propagation of the other modes.

A. Curvilinear Helmholtz equation

Let x be a Cartesian coordinate system and letu
5(h,j,z) be a curvilinear coordinate system.u(x,y,z) is
assumed to be invertible so thatx(h,j,z) exists and is well
defined. The local wave numberk(x) depends on position
within the ocean. Once the curvilinear coordinate system is
constructed, a change of variables may be done to findk(u).
A solution is then found for the acoustic fieldF(u) induced
by a point source of strengthQs located atus in the curvi-
linear system. Any frequency dependence ofF, k andQs is
implicit. The Helmholtz equation is expressed in general cur-
vilinear coordinates,
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wheredu(u2us) is the Dirac delta function describing the
point source. The horizontal and vertical scale lengths may
be very different, but there is no preferred directionality to
the horizontal scaling. Furthermore, the precise choice of
horizontal scaling turns out to be unimportant. Without loss
of generality the horizontal scaling will be chosen as unity,
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The notation emphasizes that the scale factorh is assumed to
vary slowly as a function of the horizontal coordinates. The
separation of variables sought is between the horizontal and
vertical coordinates. The determination ofh will be deferred
to a later section where it will be associated with the recip-
rocal of the vertical wave number of a reference mode. Sur-
faces of constantz will be chosen as surfaces of constant
vertical wave number for the eigenfunction of a reference
normal mode. In particular, surfaces defined by the bottom
bathymetry and thermocline interfaces are approximatez
surfaces. With this assumed form for the scale factors, the
Helmholtz equation becomes

]2F

]h2
1

1

h

]h

]h

]F

]h
1

]2F

]j2
1

1

h

]h

]j

]F

]j
1

1

h

]

]z S 1

h

]F

]z D
1k2~h,j;z!F52

Qs

h
du~u2us!. ~4!

The problem is simplified by transforming the Helm-
holtz equation to be a square with respect to the]/]h and
]/]j operators. In cylindrical coordinates the well-known
change of variables44 needed to achieve this condition isF

5r21/2F̃. For curvilinear coordinates the appropriate
change of variables isF5 f̃ F̃ where f̃ [h21/2. The trans-
formed Helmholtz equation is then a square with respect to
both the]/]h and]/]j operators,
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is a modified wave number with corrections induced by the
curved wavefront of the intrinsic wedge mode.

B. Eigenvalue problem

Following Pierce16 the acoustic field is expressed as a
superposition of normal modes. However, here the modes
are curvilinear,

F̃~h,j;z![(
m

Am~h,j!C̃m~h,j;z!, ~7!

where theAm are complex mode amplitudes and theC̃m are
the normalized eigenfunctions of
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Orthogonality conditions are determined by writing the
eigenfunction equation in self adjoint form~Arfken, Ref. 45,
p. 498!. Letting Cm[ f̃ C̃m , Eq. ~8! becomes
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In this form the scale factor,h, is seen to be the weight
function. It is well known from Sturm–Liouville theory that
the eigenfunctions of the self adjoint form satisfy the follow-
ing orthogonality condition~Arfken, Ref. 45, pp. 510–511!:

E
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wheredmn is the Kronecker delta. The homogeneous bound-
ary conditions chosen for this problem are

Cm~h,j;0!50 and Cm~h,j;`!50. ~11!

These conditions are sufficient to make the boundary condi-
tions for the total acoustic fieldF homogeneous also.

C. Mode coupling

Mode coupling is established by substituting Eq.~7! into
~5!, using Eq.~8! and expanding the Dirac delta function,
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Next expand the derivatives, multiply byC̃n , integrate with
respect toz, and apply the orthogonality conditions while
recalling thath5 f̃ 22 andCn5C̃n / f̃ h. The mode coupling
equations in curvilinear coordinates result:
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where the notationCns emphasizes evaluation of the physi-
cal eigenfunction at the source position (hs ,js ,zs). The in-
tegrals represent mode coupling and for the propagation to
be adiabatic it is sufficient that

]C̃m

]h
50 and

]C̃m

]j
50, for all h,j;m. ~14!

In the next section, the scale factors of a coordinate system
are found in which conditions~14! are approximately true.
Note that the horizontal derivatives are with respect to cur-
vilinear coordinate surfaces that must follow the contours of
any interfaces in the medium.

Under conditions of decoupling, a separation of vari-
ables is obtained with a two-dimensional Helmholtz equation
describing the independent, horizontal propagation of normal
mode amplitudes:
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]h2
1
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]j2
1kn

2An52QsCnsd~h2hs!d~j2js!.

~15!

This equation is solved on the surface of the ocean where the
curvilinear coordinates are chosen such that,h5x and j
5y and are thus orthogonal. A Gaussian-beam ray-trace al-
gorithm is used for solving this equation.

The ray-trace solution requires initial conditions at the
source location. These are provided by a solution to the
Helmholtz equation that has constant coefficients within an
infinitesimal volume enclosing a point source. Unfortunately
the solution behaves logarithmically near the source and ray-
trace solutions are far-field approximations which cannot
properly describe such behavior. However, ray-trace solu-
tions can describe the far-field behavior of a point source.
Thus it is necessary to replace the source with an effective
source that has the same far-field solution but is better be-
haved at the origin. The effective source is obtained from a
far-field approximation to the constant coefficient Helmholtz
equation. The well behaved effective-source solution is then
evaluated at the source location to obtain the required initial
conditions. The required far-field solution is

Am~h,j!'QsCmsA 1

8pkmsr
expi ~kmsr1p/4!, ~16!

wherekms[km(hs ,js), Cms[Cm(hs ,js ;zs) and

r~h,j![u~h2hs!
21~j2js!

2u1/2. ~17!

Equation~16! provides the initial conditions for the ampli-
tude and phase required by the ray-trace discussed in the next
section.

D. Scale factor

In this section, a W.K.B. approximation for a reference
mode, m50, is shown to provide a solution for the scale
factorsh. Although the existence of suitable coordinate sys-
tems is demonstrated, the actual construction is circular re-
quiring an iteration with no guarantee of convergence. It is
important to note that a W.K.B. approximation isnot made
for the solution to the Helmholtz equation. Rather, the

W.K.B. approximation is used only to obtain scale factors
and demonstrate certain properties which hold within that
approximation.

In essence, a curvilinear coordinate system is defined
such that surfaces of constant depth coincide with surfaces of
constant phase of the reference eigenfunction. Thus for ex-
ample, any particular zero of an eigenfunction lies on a
constant-depth surface in the curvilinear system.

Let km be the modified vertical wave number of mode
m,

km~h,j;z![@K̃2~h,j;z!2km
2 ~h,j!#1/2. ~18!

Define k̄m as a reference vertical wave number of each
mode,

k̄m[max
h,j,z

~km~h,j;z!!. ~19!

Also let nm(h,j;z) be an index of refraction such that

km~h,j;z!5k̄mnm~h,j;z!, unmu<1. ~20!

Now assume a W.K.B. approximation in the curvilinear co-
ordinate system for each eigenfunction,

C̃m~h,j;z![Bm~h,j;z!ei k̄mtm(h,j;z). ~21!

A solution for tm(h,j;z) is obtained beginning with Eq.~8!

and is provided by theO(k̄m
2 ) terms,

]tm

]z
5nmh. ~22!

Thus the W.K.B. approximation is related to the integral of
the modified vertical wave number,

C̃m~h,j;z!5Bm~h,j;z!ei *0
zkm(h,j;z8)h(h,j;z8)dz8. ~23!

The vertical derivatives ofBm are negligible because
they are of orderO(k̄m). Because theBm represent the am-
plitudes of eigenfunctions normalized by Eq.~10! it is rea-
sonable to assume the horizontal derivatives ofBm are also
small. Thus derivatives ofBm may be ignored in comparison
with derivatives of the exponential.

Returning to the question of adiabatic propagation as
expressed by Eqs.~13! and ~14!, the partial derivatives of
C̃m along surfaces of constantz behave like

]C̃m

]h
5 iBmei *0

zkmh:dz8E
0

z]kmh

]h
dz8. ~24!

Thus, the horizontal derivatives of the eigenfunctions, and
hence mode coupling, vanish within the W.K.B. approxima-
tion when

]kmh

]h
50 for all h,j;m. ~25!

The curvilinear coordinate system is chosen such that this
condition is true for one reference mode,m50, by arbitrarily
settingk0h51 so that

]k0h

]h
50, ~26!
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and

h~h,j;z!5k0
21~h,j;z!. ~27!

The horizontal derivatives of the other eigenfunctions are

]kmh

]h
5

]kmk0
21

]h
. ~28!

But ratios of the modified vertical wave numbers are insen-
sitive to changes in horizontal positionin the chosen curvi-
linear coordinate system,

km~h,j;z!}kn~h,j;z!, mÞn. ~29!

This is because orthogonality of the modes constrains the
vertical wave numbers to specific ratios relative to the refer-
ence mode; that is, the modes compress and expand in uni-
son with changing depth.

For example, in the isovelocity linear wedge with free
surface and either a hard or free bottom, ratios of the vertical
wave numbers are rational fractions because the eigenfunc-
tions are sine functions with integer arguments. In this case
the ratios are constant everywhere within the wedge.

More generally, bottom penetration and sound-speed
variability cause nonrational ratios. But orthogonality of the
modes constrains those ratios. Consider the highest mode,
CM . The zeros of this mode define surfaces of constantz.
Now consider the next lower mode,CM21 . It is well known
that in the absence of degenerate eigenvalues, the zeros of
CM21 lie between the zeros ofCM ~Coddington and
Levinson, Ref. 46, p. 208!. This same relationship is also
true for all other pairs of adjacent modes. Now let the fre-
quency go to infinity. Here surfaces formed by zeros of the
eigenfunctions become arbitrarily close together; yet they
cannot intersect. Because the zeros of the various modes in-
terleave, the wave number ratios change in unison with
changing depth. It appears that bottom impedance is the
dominant determinant of the wave number ratios. Thus pen-
etrable bottoms can be accommodated so long as the bottom
impedance remains constant as a function of horizontal po-
sition.

At finite frequencies there is nothing special in the above
argument specific to the particular phase angle associated

with the zeros of an eigenfunction. Similar relationships
must hold for any fixed phase angle. Thus all of the surfaces
of constant phase angle in the eigenfunction are nonintersect-
ing. These constant phase surfaces define constantz in the
curvilinear coordinate system. But in the W.K.B. approxima-
tion, the vertical wave number is related to the vertical scale
factor defined by these surfaces. Thus the vertical wave num-
ber also follows those surfaces and is therefore insensitive to
horizontal position,

]kmk0
21

]h
'0 and

]kmk0
21

]j
'0, for all m. ~30!

Consequently, a curvilinear coordinate system has been
found in which the modes are very nearly adiabatic. To the
extent that the local modified vertical wave numbers satisfy
conditions ~30! the propagation will be adiabatic. When
these conditions are violated, as occurs with degenerate ei-
genvalues or large horizontal gradients in the bottom imped-
ance, the propagation will not be adiabatic within this theory.
The validity of this proposition will be explored below in the
numerical benchmarks section for propagation in an isove-
locity wedge.

II. CURVILINEAR EIGENVALUE ALGORITHMS

The above sections demonstrate the existence of adia-
batic modes under reasonable conditions. However, the ac-
tual curvilinear coordinate system in which such propagation
occurs remains undetermined. Although the theory is formu-
lated in a curvilinear coordinate system, that system need not
be constructed. Instead, computations are done in a coordi-
nate system, similar tos-coordinates, that approximates the
curvilinear system such that geometric effects appear within
a modified wave number.

A computational coordinate system closely related to the
desired curvilinear system is constructed using Cartesian lo-
cal modes. This allows coordinate transformations which
permit the eigenvalue problem to be solved using an ordinary
depth variable,z8, rather than the curvilinear depthz. A set
of Jacobi matrices describing these coordinate transforma-
tions must be maintained throughout the computations. An

TABLE I. Wide-angle wedge parameters.

Slope angle 21 deg
Frequency 25 Hz
Cw 1500 m/s
rw 1.0 g/cm3

Down-slope range 1 km
Cross-slope scale 6 km
Max water depth 384 m
Depth at source 200 m
Source range 0.52 km
Source depth 100 m

TABLE II. Wide-angle, soft bottom,Cb51700 m/s,rb51.5 g/cm3.

k2 /k1 k3 /k1

Mean 2.000 41 3.001 77
Std. Dev. 0.004 24 0.009 19

TABLE III. Wide-angle, hard bottom,Cb5`, rb5`.

k2 /k1 k3 /k1

Mean 2.897 23 4.814 84
Std. Dev. 0.000 97 0.001 65

TABLE IV. Narrow-angle wedge parameters.

Slope angle 5 deg
Frequency 100 Hz
Cw 1500 m/s
rw 1.0 g/cm3

Down-slope range 5 km
Cross-slope scale 15 km
Max water depth 437 m
Depth at source 100 m
Source range 1.143 km
Source depth 25 m
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iterative procedure is then used in the computational system
to determine simultaneously the eigenvalues, scale factors
and coordinate transformation matrices of the curvilinear
problem. A shooting method is used in conjunction with bi-
section and Newton–Raphson algorithms to obtain all of the
eigenvalues in parallel.

Ray paths are determined using ann2-linear cell method
discussed by Jensenet al.43 The computational region is
gridded into half-wavelength squares with diagonals forming
right triangles. Analytic solutions within each cell are used to
project the ray paths and phase from one cell to another.
Following Červený41 an auxiliary set of coupled first order
equations is integrated to obtain the Gaussian-beam param-
eters.

III. NUMERICAL BENCHMARKS

Benchmarking of the model proceeded in steps from the
basic checking of eigenvalues to the well characterized field
of the ASA wide-angle benchmark wedge presented by Dean
and Buckingham.36 The properties of this wedge are shown
in Table I. Eigenvalues for both hard and soft bottoms were
checked against those from theKRAKEN program developed
by Porter.47

Solutions for both the modal amplitude given by Eq.
~15! and the total acoustic field given by Eq.~7! were com-
puted for a constant-depth, hard-bottom environment. This
problem has a well known solution discussed, among other
sources, by Jensenet al.43 The computational region was a
0.9 km square with a water depth of 200 m which corre-
sponds to the water depth at the source of the wide-angle
wedge~Table I!. Three modes were found to propagate at the
25 Hz source frequency. For both the modal amplitudes and
total fields, the magnitude of the numerical solutions was
found to be correct within 1 dB, except around the edges of
the square. The phase of the numerical solutions was also
correct within 0.1 rad, again excepting the edges.

The problem around the perimeter of the computational
region occurs where Gaussian beams terminate at the edge.
Because the beams have finite width and strike the edge at an
angle, their contribution to the interior field is prematurely
truncated. To avoid termination errors around the edges, the
computational region can be enlarged by placing a guard
band around the perimeter. Such guard bands were placed
around the wedges for the results presented below. Follow-
ing these preliminaries, the constancy of vertical wave num-

ber ratios, the horizontal refraction of modes, and a non-
trivial acoustic field were checked for accuracy.

A. Scale factor validity

One necessary requirement for the existence of curvilin-
ear adiabatic normal modes is the constancy of the ratio of
the vertical wave number of each mode to that of a reference
mode as expressed by Eq.~30!. Simulations were run in a
sloping environment for both a soft and hard bottom to check
this proposition. Propagation parameters were taken from the
wide-angle wedge~Table I!. These parameters were chosen
to support the benchmarking of the ray paths and field am-
plitude discussed below.

Shown in Tables II and III, for the soft and hard bot-
toms, respectively, are the mean value and standard devia-
tion of the vertical wave number ratiokmk1

21 , m5(2,3),
obtained by averaging over the entire wedge domain where
both modes in the ratio are propagating. The lowest mode,
m51, is used as the reference. In all cases the standard de-
viation is less than 1% of the mean ratio indicating that
curvilinear adiabatic normal modes provide a valid basis for
computing the field of the ASA wide-angle benchmark
wedge.

To explore this proposition further, additional simula-
tions were run in an environment having more modes. For
these examples propagation parameters were taken from the
narrow-angle wedge discussed by Westwood24 with realistic
bottom impedances published by Hamilton.48 Parameters for
the narrow-angle wedge are given in Table IV.

Shown in Tables V–VII, for three different realistic bot-
toms, are the mean value and standard deviation of the ver-
tical wave number ratios. Again the standard deviations are
small compared to the mean ratio with the worst case having
a 4% error for the highest mode propagating above a coarse
sand bottom. Also note that except for an infinitely hard
bottom, the mean ratio changes slowly with the bottom pa-
rameters and is within the 4% error of each individual
wedge.

From these results it may be concluded that, except for
environments spanning both soft and anomalously hard bot-
toms, curvilinear coordinate systems can be constructed such
that the normal modes decouple for those environmental
conditions most commonly found in shallow water shelf re-
gions.

Another interesting observation concerning the soft bot-
tom results of Tables II, V, VI, is that the wave number
ratios are nearly equal to the integer ratios of 2,3,4 . . . that
should exist for a pressure release bottom. That is because
the normal modes are multiples of a half-wavelength for the
case of pressure release boundary conditions both above and
below. For an infinitely hard bottom the modes are a multiple
of one and a half wavelengths giving rise to wave number

TABLE V. Narrow-angle, silty clay,Cb51520 m/s,rb51.4 g/cm3.

k2 /k1 k3 /k1 k4 /k1 k5 /k1 k6 /k1 k7 /k1

Mean 2.001 87 3.003 47 4.003 82 5.006 64 6.005 50 7.006 23
Std. Dev. 0.002 38 0.004 81 0.010 16 0.005 58 0.010 26 0.007 49

TABLE VI. Narrow-angle, coarse sand,Cb51800 m/s,rb52.0 g/cm3.

k2 /k1 k3 /k1 k4 /k1 k5 /k1 k6 /k1 k7 /k1

Mean 1.999 80 2.999 84 4.000 15 5.000 79 6.001 83 7.003 31
Std. Dev. 0.013 95 0.022 27 0.027 76 0.031 65 0.034 47 0.036 50

TABLE VII. Narrow-angle, hard bottom,Cb5`, rb5`.

k2 /k1 k3 /k1 k4 /k1 k5 /k1 k6 /k1 k7 /k1

Mean 2.992 99 4.988 79 6.984 05 8.979 33 10.974 74 12.970 08
Std. Dev. 0.000 21 0.000 39 0.000 41 0.000 53 0.000 27 0.000 32
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ratios of 3,5,7, . . . Fairly close approximations to these ra-
tios are observed in Table VII for the narrow-angle, hard-
bottom wedge. However, the results in Table III for the
wide-angle wedge are less than satisfactory. The reason for
this discrepancy has not yet been determined.

B. Horizontal refraction

The accuracy of slope induced horizontal refraction pro-
duced by the computer model was studied using the wide-
angle wedge~Table I! with both a hard bottom and a soft
bottom. Exact solutions for the horizontal refraction of
modal rays propagating above a hard bottom and governed
by Eq.~15! have been obtained by Harrison.49,50In particular
Harrison gives exact equations for the hyperbolas that de-
scribe modal caustics. These are shown by dotted lines for
modes 1–3 in Fig. 1~a!–~c! in comparison with the caustics
produced by the computer model as the rays, solid lines, fold
over on themselves. For all three modes the agreement is
quite good. The apparent discrepancy for the first mode at a
range of 0.1 km merely results from not computing the rays

for that mode so close to the wedge apex. The cell method
used to compute the ray paths in the model under discussion
must stop at a finite distance from the apex.

Approximate solutions for the horizontal refraction of
modal rays propagating above a soft bottom have been ob-
tained by Buckingham30 using an approximate penetrable
wedge theory. Dean and Buckingham36 also present the
equations for the resulting caustics with their data. These
approximate caustics are shown by dotted lines for modes
1–3 in Fig. 2~a!–~c! in comparison with the caustics pro-
duced by the computer model. Again agreement is good ex-
cept for the second and third modes up near the apex. Here
the rays are being prematurely cutoff because of the finite
width of the cells used to compute the ray trajectories. The
problem occurs where caustic edges lie entirely within cells
that span the mode cutoff line. Rays entering such cells must
be terminated because finite difference estimates of the ei-
genvalue gradients cannot be computed. All computations
done in this paper used a half-wavelength grid spacing. The
use of a finer quarter-wavelength grid might help. Unfortu-
nately the model, written in Fortran 90, requires a prohibitive
amount of memory for the finer grid.

FIG. 1. Ray paths~solid lines! of modes 1–3~A!–~C! for the wide-angle,
hard-bottom wedge in comparison with exact caustic hyperbolas~dotted
lines! due to Harrison. The wedge apex lies along the bottom edge. See
Tables I–VII for the wedge parameters.

FIG. 2. Ray paths~solid lines! of modes 1–3~A!–~C! for the wide-angle
soft-bottom wedge in comparison with approximate caustic hyperbolas~dot-
ted lines! due to Buckingham. The wedge apex lies along the bottom edge.
See Tables I–VII for the wedge parameters.
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C. Modal and field amplitudes

The modal amplitudes produced by Eq.~15! are ob-
tained by summing up the Gaussian beams associated with
each ray. A 300 m wide guard band was placed around the
wedge to provide a buffer against edge effects from
Gaussian-beam termination. The resulting modal amplitudes
for the hard bottom are shown in Fig. 3~a!–~c! and soft bot-
tom in Fig. 4~a!–~c!. Note the way the Gaussian beam-width
causes energy to spill past the caustics and over into the
shadow zone.

Of interest in the modal amplitude figures is the com-
parative smoothness of the soft-bottom amplitudes with re-
spect to the hard-bottom amplitudes. This phenomenon
which is apparent for the second and third modes does not
occur for the first mode. The reason for the smoothness of
the higher modes is the above-mentioned premature cutoff of
the rays due to nonpropagating cells along the caustic. Such
cutoff makes the acoustic field presented below too smooth
as well.

The complete acoustic field for the wide-angle wedge is

shown in Fig. 5. This figure is directly comparable to the
secondary benchmark solution shown in Fig. 7 of Ref. 36.
Qualitatively, the environmentally adaptive, curvilinear nor-
mal mode results are good. The overall field amplitude is
correct while modal cutoff and deep nulls occur in the cor-
rect locations. Proper location of the deep nulls is particu-
larly significant because they imply the contributions being
summed into the total field from all of the modes must have
the correct amplitude and phase for the null to form.

In detail though, the adaptive mode solution has some
problems. It is too smooth because of premature ray termi-
nation and the lack of the continuous spectrum near the
source. These two problems are most pronounced up-slope in
the vicinity of the wedge apex where the field amplitude is
too low.

IV. CONCLUSION

Normal mode solutions to the Helmholtz equation were
derived in curvilinear coordinates. Within this formulation,

FIG. 3. Normal mode amplitude for modes 1–3~A!–~C! of the wide-angle,
hard-bottom wedge. The dynamic range is252 to 222 dB. Red is high.
Blue is low. The wedge apex lies along the bottom edge. See Tables I–VII
for the wedge parameters.

FIG. 4. Normal mode amplitude for modes 1–3~A!–~C! of the wide-angle,
soft-bottom wedge. The dynamic range is249 to219 dB. Red is high. Blue
is low. The wedge apex lies along the bottom edge. See Tables I–VII for the
wedge parameters.
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the vertical wave number was found to be modified by cur-
vature terms. Mode coupling was shown to depend on the
horizontal derivatives of eigenfunctions in the curvilinear co-
ordinate system. A W.K.B. analysis of the eigenfunctions
demonstrated that the vertical scale factor may be chosen
such that a reference mode decouples. Decoupling of the
other modes was shown to depend on a ratio of wave num-
bers with the reference mode. The nearly constant horizontal
behavior of this ratio provides a justification for adiabatic
propagation of all modes.

Numerical simulations demonstrated that the fundamen-
tal requirement for constant vertical wave number ratios is
valid throughout several wedges with different bottom
boundary conditions. These results do provide a basis for
decoupling modes in nontrivial environments. The horizontal
refraction of such modes agrees closely with the theories of

Harrison49,50 and Buckingham.30 For the wide-angle wedge
the acoustic field agrees qualitatively well with the bench-
mark solution of Dean and Buckingham,36 but the details are
smoothed out because of premature ray cutoff problems with
the Gaussian-beam cell method used to compute the simula-
tions shown in this work.

Environmentally adaptive modes provide a geometric
basis for the decoupling of acoustic modes in environments
which vary slowly in range. Thus they extend the applicabil-
ity uncoupled modes to environments with nontrivial
bathymetry and sound-speed profiles. As such, they provide
a clear description of how energy, trapped in normal modes,
propagates along unique paths which refract in the horizontal
plane. This viewpoint can provide useful insight into the
physical properties of an acoustic field propagating in slop-
ing shallow-water regions.

Unfortunately the underlying assumptions of environ-
mentally adaptive modes break down for rapidly varying en-
vironments such as those produced by internal waves. Other
important physics is also left out including the continuous
spectrum near the source, modal beams entering the bottom
at mode cutoff and mode capturing down-slope from the
source.
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Power spectra of density variability for sandy sediments offshore Panama City, Florida, are
estimated and modeled using digital x-ray computed tomography images of sediment structure.
Spectral analysis reveals that while shell pieces and mud mixtures are the main contributors to
density variability at large scales, intrinsic density variability associated with sand grain contacts
dominates at small scales. The power spectrum of sandy sediments is modeled by an analytic form
that consists of two power-law components, one associated with the shell and mud contributions and
the other with the intrinsic density variability of sand. The dominant term has a much higher
power-law exponent than previously reported. Implications for the scattering of high-frequency
sound in sandy sediments are discussed. ©2000 Acoustical Society of America.
@S0001-4966~00!00304-0#
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INTRODUCTION

Owing to the interaction of various geological, physical,
and biological processes in the ocean, sediment structure is
inherently heterogeneous. Quantification and understanding
such heterogeneity has a multitude of benefits to diverse
ocean sciences ranging from geology~diagenesis! to biology
~bio-mixing of sediments! and from ecology~sediment reme-
diation! to engineering~sediment strength!. In this paper, we
will concentrate on the importance of sediment heterogeneity
to ocean acoustics, more specifically, to sound scattering by
sediment volume heterogeneity. Sediment heterogeneity is
important in underwater acoustics for two reasons: values of
sediment heterogeneity are inputs to acoustic scattering mod-
els; and acoustics may provide a powerful remote sensing
tool for measuring sediment heterogeneity in large areas
once the relationship between heterogeneity and the scattered
sound is established.

In recent years, acoustic research has confirmed that vol-
ume heterogeneity is one of the major causes of bottom
scattering.1–7 To properly predict such scattering, models re-
quire as inputs the spectra of the sediment heterogeneity.
Therefore, measuring and properly modeling sediment het-
erogeneity are crucial to predicting bottom scattering. While
sediment heterogeneity is a general term describing a large
variety of natural spatial variations in sediment physical
properties that can cause acoustic scattering, in this paper we
will concentrate on the density spectra of sandy sediments.
Scatterers such as rocks and gas bubbles are not considered.

Because of the complexity of sediment heterogeneity,
and hence the complexity of the acoustic fields scattered
from such heterogeneity, a stochastic approach is usually
taken in which the sediment is modeled as a random medium
and its statistical properties are related to those of the scat-
tered acoustic fields. Since in most cases sediment volume
heterogeneities are small deviations from their mean values,
a first-order perturbation method is adequate for addressing
the scattering problem. In such a case, the only statistical

quantities required by models to predict the volume scatter-
ing coefficients are the three-dimensional spatial auto- and
cross-correlation functions, or equivalently, their companion
spectra of all the random quantities~sound speed, density,
etc.!.1 Therefore, measuring the spectra of real sediments is
of great importance in understanding and predicting sound
scattering in and from sediments.

A power spectrum can be properly obtained by taking
the ensemble average of three-dimensional spectral estimates
from multiple data sets of sediment volume heterogeneity.
However, obtaining such spectra is difficult because~1! mea-
surements of sediment physical properties without distur-
bance are difficult to make,~2! the spatial dimensions of
each measurement need to cover several orders of magnitude
to ensure that the spectral estimates are accurate, and~3! to
form proper ensemble averages, multiple data sets from sta-
tistically homogeneous regions are required. When sediment
heterogeneities are assumed to be isotropic, one-dimensional
data sets from sediment collected with cores have been used
to extract power spectra.1 In that approach, since density is
measured by weighing samples of small volume, spatial
resolution is limited to about 1 cm, so spectral behavior at
large wave numbers cannot be obtained. Acoustic tomogra-
phy is an approach that has been used to estimate sediment
sound speed spectra. This technique can provide two-
dimensional data,6,7 but it is difficult to obtain multiple sets
of measurements in one statistically homogeneous area. An-
other shortcoming of the tomographic approach is that high
spatial resolution has yet to be achieved. Recently, Briggs
et al.8 and Jacksonet al.9 have reported using x-radiography
and resistivity methods to quantify sediment variabilities. In
short, measuring sediment power spectra is gaining increased
attention because of its importance to predicting acoustic
scattering, but the number of measurements and the tech-
niques developed to obtain such measurements are still lim-
ited and need to be expanded. This paper is an effort toward
that goal. Sediment density spectra will be estimated from
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digital data obtained by x-ray computed tomography~CT!
scans. These data sets have a submillimeter spatial resolution
and satisfy the ensemble average requirement. The data are
calibrated so that they are quantitatively related to sediment
density. Section I defines the power spectra and sound scat-
tering cross section. Section II describes the sediment
samples and CT-scan procedures. In Sec. III, it will be de-
tailed how the density data sets are prepared for spectral
analysis. The probability density functions of the density
variations are estimated using the median absolute deviation
~MAD ! method. Some preliminary conclusions as to the na-
ture of density variability in the sediments are also made.
Section IV describes the procedure used to estimate the den-
sity power spectra from the CT data. Also provided in that
section is a theoretical model of the spectrum that is consis-
tent with the spectra obtained from the data, and discussions
on the origins of heterogeneities and their impact on the
power spectra of sandy sediments are presented. In Sec. V,
the high-frequency sound scattering cross section resulting
from the density power spectra will be discussed. Also in
that section, three-dimensional Monte Carlo realizations of
density variation based on the theoretical power spectrum
will be given. A comparison between the simulation and the
CT images will be presented. A final discussion is given in
Sec. VI, where the results of this paper are summarized.

I. CROSS SECTION AND POWER SPECTRUM

For the purpose of modeling propagation and scattering
of high-frequency sound in sandy sediments, the sediment is
assumed to be a fluid medium with varying sound speed and
density; elasticity effects have been shown to be
unimportant.10 In such a medium, spatial fluctuations of two
parameters are the primary mechanisms for scattering of
sound waves: the sediment sound speedc and densityr. We
use densityr and sediment compressibilityk as independent
variables, and sound speedc is related tor andk through.4,11

c5~k•r!20.5. ~1!

Treatingr andk as random processes in space, we can ex-
press them as mean values plus respective fluctuating parts

r5^r~r !&1dr~R!, k5^k~R!&1dk~R!, ~2!

where ^...& represents an ensemble average. These random
processes are often assumed to be locally stationary. If we
define the following two zero-mean random quantities,

er~R!5
dr

^r&
, ek~R!5

dk

^k&
, ~3!

then, the wave equation governing the acoustic fieldP with
monochromatic frequencyf in the random medium has the
following form:

~¹21k2!P52Q̂~R!P, ~4!

wherek is the acoustic wave number. In general,k is a com-
plex number; its real part is 2p f /^c& and its imaginary part
is a small, frequency-dependent quantity related to the sedi-
ment attenuation coefficient.1 The inhomogeneous operator
Q̂(R) is given by

Q̂~R!52k2
•~ek1er!1¹er•¹. ~5!

Such an equation can be solved iteratively. If the random
variableser andek have a stationary Gaussian distribution,
all orders of scattering can be determined from three spectra:
the density spectrumWr , the compressibility spectrumWk ,
and the cross spectrum betweenr andk, Wrk . If the random
quantities are small, first-order perturbation suffices to ac-
count for the scattered field. In this situation, even if the
random processes are not Gaussian, the first-order scattered
field is fully determined by these three spectra. Explicitly, if
the random processes are isotropic, the differential scattering
cross section@s~u!# under first-order perturbation can be eas-
ily derived ~see, e.g., Ref. 12!,

s~u!5
uku4

~4p!2 •@Wk~a!1cos2 uWr~a!

12•cosuWrk~a!#, ~6!

which is the scattered intensity per unit solid angle per unit
volume at unit distance owing to an incident plane wave with
unit intensity. The scattering cross section has systeme Inter-
national~SI! units of m21. The power spectra are defined by
their respective two-point correlation functions. For ex-
ample, the density spectrum is related to its correlation func-
tion N(r )5^er(r1r 8)•er(r 8)& by

Wr~a!5
1

~2p!3 E
2`

`

d3rN~r !e2 i a•r, ~7!

where a is the wave vector anda its magnitude. Conse-
quently,Wr is normalized to the density variancesr

2 by

sr
25E

2`

`

Wrd3a. ~8!

The angleu is the scattering angle relative to the incident
wave direction and is related toa by

a52 Re~k!sin
u

2
. ~9!

For forward scattering,u50; for backscattering,u5p. Ac-
cording to the definition~7!, the three-dimensional spectra
have SI units of m3. If we further assume that density and
compressibility are linearly dependent on each other, as has
been suggested,1,4,11

ek5m•er , ~10!

we then have

s~u!5
uku4

~4p!2 •~m21cos2 u12m cosu!•Wr~a!. ~11!

When the assumption given by~10! is made, it is clear from
the above expression that the power spectrumWr(a) deter-
mines the scattering cross section under the first-order per-
turbation approximation. In deriving Eq.~11!, it is not nec-
essary to make any assumption about the statistical
distribution of density variation; in particular, the distribu-
tion need not be Gaussian. It is important to note that in
obtaining the cross section above, we have assumed that the
random processes are locally stationary. In the more general
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and complicated case of nonstationary processes, spectra are
needed which are functions of spatial position. Nevertheless,
even in that case, the scattering cross section is still related to
the power spectra.

As defined in Eq.~7!, the density power spectrum de-
pends on measurements of density in all three spatial dimen-
sions. However, such data are difficult to obtain. Efforts have
been made to estimate such spectra using one-dimensional
core data1 or two-dimensional data inverted from acoustic
tomography.6,7 As indicated previously, estimating sediment
power spectra at different spatial scales is still at its early
stages of development and improved measurement tech-
niques and data processing methods with better resolution
and signal-to-noise ratio are in high demand. In the present
paper, we estimate spectra using three-dimensional, high
spatial resolution data. The results are applicable to sound
scattering models in the frequency range 10–500 kHz.

II. CORE DATA DESCRIPTION

The three data sets used in this study were derived from
sediments collected in August 1993 from the northeastern
Gulf of Mexico as part of the Office of Naval Research’s
Coastal Benthic Boundary Layer~CBBL! Project. The first
two data sets, CBBL Cores 413-2-PC-DC and 413-3-PC-DC,
were collected from the same site~water depth: 29–30 m!,
and therefore were similar both in composition and physical
characteristics. We call the data sets core 1 and core 2
throughout the paper. The sediments were a coarse to very
coarse-grained quartz sand with numerous shell fragments
and coralline algae. The third set of data, CBBL 490-PC-DC
~or core 3!, were also collected from a water depth between
29 and 30 m. Sediments at this site were fine sands with only
a few scattered shell fragments. However, notable volume
inhomogeneities include one large mollusk shell and a thin
zone of muddy inclusions. Details of the study area and rel-
evant sediment properties can be found in Richardson and
Bryant.13 Each sediment sample was collected by a diver and
handled with care to minimize sample disturbance during
retrieval and subsequent transport to the laboratory.

The unopened cores were scanned using a Technicare
2060 CT scanner, located at the Texaco E&P Technology
Department in Houston, Texas. The Technicare 2060 CT
scanner is a 4th generation machine, operated at 120 kV/75
mA. Let’s designate the dimension along the depth of core
samples by thez axis, and the cross-sectional dimensions by
the x and y axes. The scanner has a resolution ofdx5dy
50.25 mm, anddz52 mm, resulting in a volume element of
0.125 mm3 ~i.e., 0.2530.2532 mm). The digital value for
each volume element is the average of the element. These
numerical values, called CT numbers, were then converted to
sediment density values using the calibration approach dis-
cussed in Refs. 14–16. In summary, strong linearity and an
essentially perfect correlation~correlation coefficient r
51.00) in the scanner’s response to density were first dem-
onstrated during controlled experiments using artificial sedi-
ments of pure silica powder and seawater. Clean Ottawa
sand, saturated with seawater, and a fused quartz disk were
also scanned to extend the relationship to bulk densities of
almost 2.2 g/cm3. Thereafter, an empirical expression was

developed using a least-squares regression technique by
matching sediment volumes taken from cores for laboratory
density determinations with their corresponding CT volume.
The analysis incorporated a variety of marine sediments in-
cluding high-porosity muds from Eckernforde Bay~western
Baltic Sea!, coarse sands from the Louisiana continental
shelf, and the fine to medium quartz sand used in this study.
The resulting correlation was strong, with a correlation coef-
ficient r 50.98. In the calibration process, the total number of
samples used is 137. Variations about the mean for the cali-
bration result mainly from the difficulties and inaccuracy in-
volved in fine-scale laboratory sampling and then in match-
ing the physical property volumes with the CT volumes.14

To facilitate later Fourier statistical analysis, we selected
from each of the three-dimensional data sets a subset of data
that form a three-dimensional matrix. For all three data sets,
both thex andy directions haveNx5Ny5190 points, but the
z direction for each core has fewer sampled points. Specifi-
cally, Nz574 for core 1,Nz580 for core 2, andNz5112 for
core 3. Therefore, the number of elements in each of the
three matrices is 190237452 671 400 for core 1; 1902380
52 888 000 for core 2; and 1902311254 043 200 for core
3, respectively. Since the top 8 mm of sediment for all three
cores was damaged, we have excluded that portion of the
data. Hence,z50 corresponds to sediments 8 mm below the
water/sediment interface.

It is worth noting that when the CT numbers are con-
verted to density, an empirical linear relation between den-
sity and the CT numbers established in Refs. 14 and 15 was
used. Since the error statistics associated with the conversion
are not available, we assume that such errors are negligible.
Therefore, the final conclusions made in the paper should be
understood as being contingent on this assumption being cor-
rect.

Figure 1 shows a typical vertical slice of density data
selected from each core. Since the three cores have different
lengths, to show all three cores on the same scale, we padded
the shorter cores 1 and 2 to have the same length as core 3
with a constant, hence the dark regions in the figure signify
areas void of real data. The heterogeneity in density in each

FIG. 1. Slices of density data from the three studied cores. The units on the
colorbar are in g/cm3.
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core is apparent. Note the distribution of high-density re-
gions with values above 2.2 g/cm3 and low-density areas
with values below 1.6 g/cm3. High-density values are from
shell fragments and the low-density values are from mud
mixtures; both were identified when the cores were extruded
and visually inspected. A large feature can be seen in core 3,
where at the 150-mm depth there is a low-density region that
corresponds to a mud intrusion which exceeds 1 cm in ex-
tent. All the raw data cannot be shown due to space limita-
tions, but the features shown in Fig. 1 are consistently seen
throughout all slices of the cores. From the above observa-
tions, we point out that heterogeneities in these cores consist
of ~1! shells, ~2! mud intrusions, and~3! intrinsic density
variations associated with the sand matrix. Since the mud
intrusions in core 3 introduce inhomogeneous features with
sizes on the same order of magnitude of the core size, care is
needed in estimating the power spectrum of that data set.

III. PRELIMINARY ANALYSIS

First we estimate the probability density function~PDF!
for sediment density. Figure 2 gives the normalized histo-
gram of density variability from data of core 1. For this case
the statistical mean iŝr&52.0312 g/cm3 and the standard
deviation issr50.0585 g/cm3. If we fit the histogram with a
normalized Gaussian distribution PDF,

p~x!5expS 2
~x2xm!2

2sx
2 D , ~12!

usingxm5^r& andsx5sr , we find the fitting poor~shown
by the dashed curve in the figure!. This poor fit is under-
standable, since the very large and very small density values
are from shells and muds with variability governed by dif-
ferent random processes than for the density variation asso-
ciated with the sand matrix alone.

To minimize the influence of extreme values in order to
estimate the PDF of the density variation for the sand matrix
alone, we employ the median absolute deviation~MAD !

method.17 In this approach, the mean valuexm is approxi-
mated by the median valueM (xi)52.0271 for this core,
where M (xi) is the median for the sample set$xi%. The
standard deviationsx is estimated according to

sMAD5
M ~ uxi2M ~xi !u!

0.6745
50.0398, ~13!

wherexi are data points. The idea of the MAD method is to
deemphasize the extreme data values. The Gaussian PDF
estimated by the MAD method is also shown in Fig. 2~solid
curve!. Note that data and the MAD model coincide in al-
most all regions of density; it is evident that the MAD fit is
a superior approach to the one using the data mean and vari-
ance, indicating that the intrinsic variation of sand is prob-
ably Gaussian distributed.

If the PDF estimated using the MAD method indeed
describes the intrinsic variation in sand, it should be the same
for cores with the same statistics. To test this, we calculated
the histogram for core 2.~Core 3 is not suitable for a con-
sistency check owing to the presence of large regions of mud
intrusion that would greatly influence its PDF.! The histo-
grams of both cores along with the MAD PDF are given in
Fig. 3. Since the median value of core 2 is slightly different
from that of core 1, a shift of 0.02 ofxm for core 2 has been
applied in the figure. Such a difference can result from the
presence of a few more large shell pieces in one of the cores.
As stated, shells will not change the PDFs of the intrinsic
density variability. The fact that the same MAD PDF fits
data from both core samples suggests that the intrinsic het-
erogeneity of sandy sediments in the studied region has a
Gaussian distribution. Such intrinsic heterogeneity should be
the result of random distribution of sand particles and ran-
dom packing. Expressed in terms of a spectrum, the intrinsic
heterogeneity should dictate the high-wave number portion
of the spectra. In the future, this hypothesis can be tested
when cores from sandy sediments without shells and muds
become available.

FIG. 2. Probability density functions for core 1. The stars are data points,
the dashed curve is the Gaussian fit using the mean and standard deviation
of the data, and the solid curve is the Gaussian fit obtained using the MAD
method.

FIG. 3. Probability density functions. The stars are data from core 1, the
circles are data from core 2, and the solid curve is the Gaussian fit for core
1 using the MAD method.
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IV. POWER SPECTRA ESTIMATION

In this section, we estimate the three-dimensional den-
sity spectrum and then obtain the two-and one-dimensional
marginal spectra. A model will then be given for these spec-
tra. Since statistical averaging is required to estimate a power
spectrum, large sets of data from a statistically homogeneous
pool are needed. Because of our limited data set, one might
argue that our results are suspect. However, it will be shown
that since the data do not show strong anisotropy, we assume
the spectrum is isotropic. Therefore, estimating the one-
dimensional marginal spectrum is sufficient to determine the
three-dimensional spectrum. Because many parts of the
three-dimensional spectrum are statistically independent,
when reducing the three-dimensional spectrum to a one-
dimensional spectrum, we effectively smoothed the estimate
of the spectrum through averaging.

The three-dimensional power spectrum can be estimated
from the data according to18

W~k!5 lim
Lx ,Ly ,Lz→`

1

~2p!3LxLyLz

3K U E
0

LxE
0

LyE
0

Lz
Ŵ~R!•e~R!•e2 i k•Rd3rU2L ,

~14!

whereLx , Ly , andLz are the sampled physical dimensions
of the cores andŴ(R) is a window function to help reduce
spectral leakage. Throughout this paper we use meters as the
length unit for all spectra, so the three-dimensional power
spectrum has units of m3. Numerically, letx, y, andz take on
the discrete values as given by

Lx5Nx•Dx, x5 lDx, l 50,1,2,...,~Nx21!,

Ly5Ny•Dy, y5mDy, m50,1,2,...,~Ny21!, ~15!

Lz5Nz•Dz, z5nDz, n50,1,2,...,~Nz21!.

As given earlier,Dx5Dy50.25 mm, Dz52 mm, Nx5Ny

5190, andNz varies for each core. Accordingly, the three-
dimensional wave number is defined as follows:

Dkx52p/~Nx•Dx!, kx5uDkx ,

u52Nx/2,...,~Nx/221!,

Dky52p/~Ny•Dy!, ky5vDky ,
~16!v52Ny/2,...,~Ny/221!,

Dkz52p/~Nz•Dz!, kz52Dkz ,

w52Nz/2,...,~Nz/221!.

Then the numerical version of Eq.~14! can be written as

Wu,v,w5
DxDyDz

~2p!3NxNyNz

3K U (
l ,m,n50

Nx21,Ny21,Nz21

Ŵl ,m,n•e l ,m,n

•e2 i2p@ lu/Nx1mv/Ny1nw/Nz#U2L . ~17!

Here we have chosenŴ to be a three-dimensional spheroidal
window function. Since in our caseLx5Ly,Lz , the window
is given by a prolate spheroid,

Ŵ~x,y,z!5N2
•

1

2
•FcosS p

Lx
•PD1UcosS p

Lx
•PD UG , ~18!

whereP is a scaled radius

P25~x2Lx/2!21~y2Lx/2!21~z2Lz/2!2
•S Lx

Lz
D 2

, ~19!

andN is a normalization factor such that

1

Lx•Ly•Lz
E E E Ŵ2~x,y,z!dxdydz51. ~20!

The absolute value employed in Eq.~18! guarantees that
whenP.Lx/2, Ŵ50. In other words, data points lying out-
side the outermost layer of the spheroid are set to zero. Fig-
ure 4 shows a slice of the window so defined and applied to
core 1.

For each core data set, a single realization of Eq.~17! is
calculated and one three-dimensional estimate of the density
power spectrum obtained. Figures 5 and 6 show three differ-
ent two-dimensional slices of the three-dimensional spec-
trum for core 1. Figure 5 shows thekx2ky view while hold-
ing kz constant. The upper panel of Fig. 6 is theky2kz view
when kx is constant, and the lower panel shows thekx2kz

view whenky is constant. The different length of the wave
number axes results from different sampling rates; the differ-
ent resolution between Figs. 5 and 6 is due to the difference
in size between the horizontal~x andy! and the vertical~z!
dimensions. Note also the horizontal and vertical axes have
the same scales.

It is clear that the spectrum does not show appreciable
anisotropy in thex-y plane for this core. There is a slight
anisotropy between the horizontal and vertical axes. These
are further evidenced by calculating the two-dimensional
marginal spectra,

FIG. 4. A slice of the three-dimensional windowŴ(x,y5Ly/2,z) applied to
core 1.
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Wu,v5Dkz• (
w50

Nz21

Wu,v,w ,

Wv,w5Dkx• (
u50

Nx21

Wu,v,w , ~21!

Wu,w5Dky• (
v50

Ny21

Wu,v,w .

These results are given in Figs. 7 and 8.
After collapsing the data to two dimensions, we find that

the spectra are more smooth than the three-dimensional spec-
tra, a result of averaging. The earlier observations on the
spectral isotropy are unchanged. If we collapse the spectra
further to one dimension according to

Wu5Dky• (
v50

Ny21

Wu,v ,

Wv5Dkx• (
u50

Nx21

Wu,v , ~22!

Ww5Dky• (
v50

Ny21

Wu,w ,

we arrive at the three one-dimensional marginal spectra plot-
ted in Fig. 9. The circles and the solid curve areWu andWv ,
respectively, and the dots areWw . SinceWu andWv essen-
tially coincide, it is clear that the random process is isotropic
in the horizontal plane. There is a slight difference between
Ww and the other spectra, but it is not significant. Also notice
that there are few fluctuations in these curves, reflecting the
fact that we have smoothed the spectra by reducing the three-
dimensional spectrum to one dimension. We conclude that,
for core 1, the density power spectrum is isotropic in the
horizontal dimensions and slightly anisotropic between hori-
zontal and vertical dimensions.

Since the anisotropy is not strong, we assume the spec-
trum can be represented by an isotropic spectrum. Therefore,

FIG. 5. A slice of the three-dimensional spectrum,W(kx ,ky ,kz50). Units
are dBre 1 m3.

FIG. 6. A slice of the three-dimensional spectrumW(kx50,ky ,kz) ~top! and
a perpendicular sliceW(kx ,ky50,kz) ~bottom!. Units are in dBre 1 m3.

FIG. 7. Two-dimensional marginal spectrumW(kx ,ky). Units are dB
re 1 m2.

FIG. 8. Two-dimensional marginal spectraW(kx ,kz) ~top! and W(ky ,kz)
~bottom!. Units are dBre 1 m2.
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a one-dimensional spectrum can represent the isotropic
three-dimensional spectrum. Now we fit the one-dimensional
spectra by an analytic form. Notice that there are two distinct
trends in the spectra estimated from data. The approximate
turning point dividing the two is given by log10k53.5. We
fit the entire spectrum by two modified power-law terms,

Wmodel21D~k!5
a1

@11~ l 1k!2#g1
1

a2

@11~ l 2k!2#g2
, ~23!

wherea1 , a2 , l 1 , l 2 , g1 , andg2 are constants to be deter-
mined. An iterative optimization procedure was employed to
determine these parameters from the three one-dimensional
spectra for core 1. In this procedure, the parameters deter-
mining the spectral slopes,g1 and g2 , were found first by
comparing the model in Eq.~23! with data at large and small
wave numbers. Thenl 1 and l 2 , which determine the outer
scales of the two power-law terms in Eq.~23!, were adjusted
to fit the data. Finally,a1 and a2 were chosen to scale the
model spectrum to fit the data in a least-square sense. The
results were: a158.59331027 m, a251.964310210m,
l 150.9 mm, l 250.1 mm, g152.8, andg252.1. To make it
easy to compare the modeled spectrum and those estimated
from data, we have plottedWmodel21D(k) along with the data
in Fig. 10. All three one-dimensional marginal spectra from
the data are shown by the dots. The first term of
Wmodel21D(k) is shown by the dashed curve, the second term
by the dash-dot curve, and the total model spectrum is given
by the solid curve.

To test the universality of the spectrum modeled by Eq.
~23!, we processed data from core 2 following the same pro-
cedure applied to core 1. The resultant one-dimensional mar-
ginal spectra are plotted in Fig. 11 against the modeled spec-
trum for core 1. Without any adjustments of the model
parameters, the fit of the model spectrum to the new data set
is remarkable. The match indicates that the modeled spec-
trum is a fair abstraction of the random processes for both
cores. Stated differently, we can conclude that fluctuations in
cores 1 and 2 are due to the same random process.

Before considering core 3, which contains a mud intru-
sion, we propose mechanisms that control the power spec-
trum. We assume that the small wave number portion of the
spectrum is dominated by large-scale fluctuations, in our
case, the shell pieces and muds, whereas the large wave
number portion is determined by the intrinsic variations of
sand. To test this assumption, we visually selected portions
of data from cores 1 and 2, where shells were not apparent,
as our shell-free data sets. We then directly calculated the
one-dimensional spectra of these data subsets; those spectra
are statistically the same as the one-dimensional marginal
spectra. If our assumption is correct, the spectra for the shell-
free data should agree with the spectrum modeled by Eq.
~23! at large wave numbers and diverge from the model at
small wave numbers. In Fig. 12, the shell-free spectra for
each of the two cores are plotted along with the model spec-
trum. Indeed, the shell-free spectra behave consistently with
our assumption.

Now we turn our attention to core 3, which contained a

FIG. 9. One-dimensional spectraW(k). Units are dBre 1 m. The circles
and solid curve are one-dimensional marginal spectraWx , Wy , and the dots
areWz .

FIG. 10. One-dimensional spectrum. Units are dBre 1 m. The dots are the
one-dimensional marginal spectraWx , Wy , andWz , the dashed curve is the
first term in the model spectrum, the dash-dot curve is the second term, and
the solid curve is the entire model spectrum.

FIG. 11. Same as Fig. 10, but for core 2.
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substantial mud intrusion. The one-dimensional marginal
spectra are again calculated and shown in Fig. 13. Note that
~1! the marginal spectra show that core 3 is again approxi-
mately isotropic, and~2! the modeled spectrum without the
mud intrusion no longer fits the data. At high wave numbers,
however, although the fits are not good, the spectral decay
rate~the slope! is still close to that of the model; at low wave
numbers, the model underpredicts the spectrum, an easily
understandable result because the mud intrusion introduces
additional fluctuations at large spatial scales. Since the size
of our cores is smaller than the size of the mud intrusion, we
are effectively facing a nonstationary process. Therefore it
will not be possible to estimate the spectrum including the
mud effects; larger cores are needed for that purpose. But
again, since the high-wave number decay rate matches the
model, which is derived from data with no mud intrusion, the
results for core 3 support our conclusion based on analysis
on cores 1 and 2, namely, that the high-wave number portion

of the spectrum depends on intrinsic fluctuations of sand.
Before concluding this section, we investigate the depth-

dependence of the one-dimensional spectra of each core. At
each depthz, we calculated the one-dimensional marginal
spectrum using the two-dimensional data, and the results are
presented in Fig. 14. The results for cores 1 and 2 have a
weak depth dependence, whereas for core 3, the depth de-
pendence is much stronger.

We end this section with the following conclusions:

~1! When mud intrusions are absent, the modeled spectrum
given in Eq.~23! describes well the fluctuations due to
two distinct factors, shell pieces and mud mixtures, and
the intrinsic variations associated with sand; the former
influences the lower portion of the spectrum, and the
latter the higher portion.

~2! When mud intrusions are present, the modeled spectrum
based on cores without mud intrusions no longer agrees
with the data. Larger sized cores are needed to estimate
the spectrum including mud intrusion effects. However,
the similarity of the spectra at high wave number hints
that even when a mud intrusion is present, the spectrum
at high wave number is still dominated by the intrinsic
variations of sand.

~3! An exponential correlation function has often been ap-
plied to sediment density variations for the acoustic
backscattering model at the 10–50 kHz range.1,3,6There-
fore, it is interesting to compare the exponential correla-
tion function to the one corresponding to that given by
Eq. ~23!. At this frequency range, the comparable por-
tion of the modeled spectrum is the first term of Eq.~23!.
Note that for an exponential correlation function, the
spectral slope is 2g154. However, the value we have
found is 2g155.6, much higher than the exponential
case, implying that there is a lack of scatterers at small
scales compared to common assumption. It will be inter-
esting to extend the spectral estimation to even higher
wave numbers so that intergrain heterogeneities can be
revealed.

FIG. 12. Comparison of shell-free spectra with the modeled spectrum. Dots
are for core 1 data, dashes are for core 2 data, and the solid curve is for the
model from Eq.~23!.

FIG. 13. Same as Fig. 10, but for core 3. The dark dots are forWu , the
dashes are forWv , and the light dots are forWw . Again, the solid curve is
the model.

FIG. 14. Depth dependence of 1D spectra for cores 1, 2, and 3. Units are dB
re 1 m.
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V. IMPLICATIONS FOR THE SCATTERING CROSS
SECTION

We have modeled the density variation as an isotropic
process with a one-dimensional power spectrum given by
Eq. ~23!. For an isotropic process, its three-dimensional
power spectrum can be conveniently expressed through its
one-dimensional spectrum by19

W3D~k!52
1

2pk

dW1D

dk
. ~24!

Therefore, the model for the three-dimensional power spec-
trum can be easily found to be

Wmodel23D~k!5
l 1
2g1

p
•

a1

@11~ l 1k!2#g111

1
l 2
2g2

p
•

a2

@11~ l 2k!2#g211 . ~25!

Now, Monte Carlo realizations of density variations can be
obtained from18

f lmn5
1

LxLyLz
(

u52Nx/2

Nx/221

(
v52Ny/2

Ny/221

(
w52Nz/2

Nz/221

Fuvw

•e2 i2p@ lu/Nx1mv/Ny1nw/Nz#, ~26!

where

Fuvw5A~2p!3LxLyLzWuvw•Ruvw ~27!

and Ruvw is a three-dimensional Gaussian random vector
with zero-mean and unit variance and satisfies

R2u2v2w* 5Ruvw . ~28!

So we have

Ruvw5
N~0,1!1 iN~0,1!

&
u,v,wÞN/2,0,

~29!
Ruvw5N~0,1! u,v,w5N/2,0,

whereN(0,1) are independent, zero-mean, and unit variance
Gaussian random variables. Whenf lmn is calculated, a den-
sity realization is given by

r lmn5^r&~11 f lmn!. ~30!

The left panel of Fig. 15 shows a slice of the three-
dimensional realization based on the model spectrum given
by Eq. ~25!. On the right is a slice of data from core 1 for
comparison. The color scales are the same for both panels
and are the same as in Fig. 1. While the overall patchiness
and the fluctuation amplitude in the realization are captured
by the simulation, the highlights due to shell pieces are not
as well represented in the simulation. The simulated realiza-
tion has been constructed to produce a Gaussian random pro-
cess that obeys the prescribed power spectrum; thus, any
non-Gaussian features will be missed. As indicated before,
the shell pieces and muds contribute a non-Gaussian compo-
nent in addition to the Gaussian PDF due to intrinsic density
variations of sand alone. If first-order perturbation theory is
valid, the spectrum is sufficient to model the scattered sound
field. However, if multiple scattering has to be considered,
higher-order statistics of the random process have to be prop-
erly incorporated.

Recalling Eqs.~11! and ~9!, we can apply the modeled
power spectrum in Eq.~25! to study the frequency depen-
dence of the acoustic scattering cross section. For the special
case of backscatter the frequency dependence of the cross
section is

s~ f ,u5p!5
uku4

~4p!2 •~m21122m!•Wr~2uku!. ~31!

In Fig. 16 we plot the modeled three-dimensional power
spectrum from Eq.~25! versus wave number. Superimposed
on the figure are the corresponding frequencies for backscat-
ter. Based on our earlier argument, we find that shell pieces
and mud mixtures dominate the backscattering in the fre-
quency range of 10–100 kHz. Only at the very high frequen-
cies (f .400 kHz) will intrinsic heterogeneity dominate
backscatter.

Figure 17 shows the backscattering cross section as a
function of frequency. Two values ofm, m521 and m
522.44,1 are shown since they have been cited in previous
publications. Note that the backscattering cross section peaks
at around 140 kHz. At lower frequencies, the factor ofk4 in
Eq. ~31! results in a scattering cross section similar to that of

FIG. 15. A slice of a three-
dimensional Monte Carlo simulation
of density based on the model spec-
trum in Eq.~25! is on the left. On the
right is a slice of data from core 1.
Units are g/cm3.
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Rayleigh scattering due to small particles. The reduction in
the scattering cross section at higher frequencies is the result
of the rapid falloff of the spectrum for largek ~large g1).
Also note that the choice ofm can have a profound influence
on the level of the scattering cross section. This highlights
the need to measurem directly and reliably to complete the
model of bottom volume scattering.

Before ending this section, we discuss a companion
quantity of the power spectrum, i.e., the spatial correlation
function. According to the definition in Eq.~7!, the correla-
tion functionN(r ) is related to the power spectrum through
an inverse Fourier transform. Since the spectrum we have
modeled is isotropic,N(r ) can be conveniently determined
by the one-dimensional transform ofWmodel21D in Eq. ~23!,

N~r !5E
2`

`

Wmodel21D~k!eikrdk. ~32!

It is found from numerical integration based on Eq.~32! that
sr

25N(0)50.0012, orsr50.0346, or 3.46%. Since the ex-
ponential correlation function has often been assumed,1,3 we

will make a comparison between it and the results from Eq.
~32!. The exponential correlation function has the form

N~r !5sr
2e2r / l , ~33!

and its corresponding one- and three-dimensional spectra are

W1~k!5
sr

2

p

l

@11~kl !2#
,

~34!

W3~k!5
sr

2

p2

l 3

@11~kl !2#2 .

Compared to spectra in Eq.~34!, the spectra predicted by
Eqs.~23! and~25! decay much faster at large wave numbers
than the spectra for an exponential correlation function. This
can also be seen in a comparison of the correlation functions.
Figure 18 plots the correlation function normalized bysr

2.
The solid curve is for the model, and the dashed curve is for
an exponential correlation function with a correlation length
of l 52.88. This correlation length was chosen so that the
exponential correlation function and the modeled correlation
function would be equal at their 50% levels. It is evident that
the correlation function of the model is significantly different
from the exponential correlation function.

VI. SUMMARY

In this paper we have estimated sediment density power
spectra based on cores subjected to x-ray CT scans. As is
well known, sandy cores are difficult to retrieve without dis-
turbance. Our analysis relied on cores which, although
handled with care, were not in pristine condition. Therefore,
the following conclusions should be considered preliminary
and tentative. In the future, core data need to be compared
with in situ data to assess the effect of disturbance. Another
improvement would be to increase the size of the cores to
extend the spectral estimation to lower wave numbers. Since
the data sets have a high spatial resolution and are three

FIG. 16. Modeled three-dimensional power spectrum in dBre 1 m3. The
circles are the corresponding acoustic frequencies for backscattering when
sound speed is set to be 1700 m/s. The frequency unit k denotes kHz.

FIG. 17. Backscattering cross section versus frequency.

FIG. 18. Correlation function comparison. The solid curve is for the model
based on Eq.~32! normalized bysr

2. Dashed curve is for an exponential
correlation function with a correlation length of 2.88 mm.
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dimensional, the estimated spectra cover about three orders
of magnitude in wave number. We can conclude the follow-
ing:

~1! There are three mechanisms causing variability in the
sandy sediments off Panama City: shell pieces, mud
mixtures, and the intrinsic variability of the sand matrix.
All three demonstrate isotropy in the horizontal plane
and approximate isotropy in the vertical direction rela-
tive to the horizontal plane.

~2! The intrinsic variability is consistent with a Gaussian
distribution.

~3! Shells and mud mixtures dominate the low-wave number
portion of the spectrum, whereas intrinsic variability
dominates the high-wave number portion.

~4! An analytical model with two power-law terms describes
well the inferred spectrum. The exponent of the first
power-law term in the spectrum is much higher than pre-
viously believed. This has direct implications to acoustic
backscattering at 10–50 kHz.

~5! Variability due to mud intrusions and its implications for
the power spectrum cannot be properly addressed given
the insufficient size of the cores used here. However,
there are indications that the high-wave number portion
of the spectrum is still dominated by intrinsic variability
of the sand.

~6! Monte Carlo simulations of sediment density variation
based on the inferred spectrum suggest that while the
overall patchiness and the fluctuation amplitude in the
realizations are captured by the simulation, highlights
due to shell pieces and mud patches are not well repre-
sented. An investigation into the probability distribution
of shells, including their sizes, spatial distribution and,
possibly, their orientations, would be informative.

~7! In the case of backscatter, the relationship between the
power spectrum and the acoustic frequency shows that
between 10–100 kHz, backscatter will be strongly influ-
enced by the presence of shell pieces and mud mixtures.
Intrinsic variability influences backscatter at frequencies
above 400 kHz. In addition, when the frequency is lower
than 70 kHz, the backscattering cross section behaves
like that of a Rayleigh scatterer.
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An energy-conserving spectral solution is derived and tested. A range-dependent medium is
approximated by a sequence of range-independent regions. In each region, the acoustic field is
represented in terms of the horizontal wave-number spectrum. A condition corresponding to energy
conservation is derived for the vertical interfaces between regions. The accuracy of the approach is
demonstrated for problems involving sloping ocean bottoms. The energy-conserving spectral
solution is less efficient than the energy-conserving parabolic equation solution, but might be
suitable for generalization to problems involving elastic bottoms. ©2000 Acoustical Society of
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INTRODUCTION

Several approaches have been developed for solving
range-dependent propagation problems in ocean acoustics.
Range-dependent normal-mode1 and spectral2 solutions are
based on a local separation of variables. It is important to
continue to develop these approaches despite the fact that the
parabolic equation method3 usually provides greater effi-
ciency by avoiding the field decomposition. All three of
these approaches are based on the approximation of a range-
dependent medium by a sequence of range-independent re-
gions. Accurate solutions can be obtained for many problems
by applying single-scattering4 or energy-conservation5,6 con-
ditions at the vertical interfaces between regions. Although
some progress has been made for problems involving elastic
sediments,7–11 no existing approach provides the level of ac-
curacy and efficiency that has been achieved for problems
involving fluid sediments. In this paper, we derive an energy-
conserving spectral solution for problems involving fluid
sediments. It might be possible to extend this approach to the
elastic case. An interface condition for conserving energy is
described in Sec. I. The derivation of the energy-conserving
spectral solution is presented in Sec. II. Examples are pre-
sented in Sec. III.

I. ENERGY CONSERVATION

In this section, we discuss background material and de-
rive the complete energy-conservation correction,8 which is
accurate for problems involving gradual range dependence
and a wide spectrum of horizontal wave numbers. We work
in the frequency domain and consider the case of a line
source in plane geometry, where the rangex is the horizontal
distance from the source andz is the depth below the ocean
surface. Minor modifications are required for the more real-

istic case of a point source in cylindrical geometry.12 A
range-dependent medium is approximated by a sequence of
range-independent regions. In each region, the acoustic pres-
surep satisfies the wave equation,

]2p

]x2 1Lp52d~x!d~z2z0!, ~1!

L5r
]

]z

1

r

]

]z
1k2, ~2!

wherer is the density,k is the wave number, andz0 is the
source depth. Away from the source, we factor the operator
in Eq. ~1! into a product of outgoing and incoming operators
to obtain

S ]

]x
1 iL 1/2D S ]

]x
2 iL 1/2D p50. ~3!

Assuming that outgoing energy dominates incoming energy,
we obtain the parabolic equation,

]p

]x
5 iL 1/2p. ~4!

To completely define the solution, it is necessary to
specify conditions at the vertical interfaces between regions.
Since the parabolic equation contains only one range deriva-
tive, it is not possible to conserve both pressure and particle
velocity across the vertical interfaces. Accurate solutions can
be obtained for many problems by conserving the energy
flux,

E5Im E r21p*
]p

]x
dz. ~5!

The direct application of Eq.~5! would lead to a nonlinear
interface condition. To obtain a linear condition, we apply
the modal representation,13a!Electronic mail: collins@noddy.nrl.navy.mil
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p~x,z!5(
n

anfn~z!exp~ iknx!, ~6!

in each range-independent region, where thean are constants
and thenth modefn(z) and eigenvaluekn

2 satisfy the equa-
tions,

Lfn5kn
2fn , ~7!

E r21fmfn dz5dmn . ~8!

Substituting the normal-mode representation into Eq.~5!
and using the properties of the modes, we obtain

E5ReE r21p* L1/2p dz5E ur21/2L1/4pu2dz, ~9!

and conclude that the energy flux can be conserved by con-
servingr21/2L1/4p across the vertical interfaces.

II. THE SPECTRAL SOLUTION

In this section, we describe the energy-conserving spec-
tral solution. The subscriptj is used to denote evaluation in
the j th range-independent region, which corresponds toxj

,x,xj 11 . We express the acoustic pressure in terms of the
wave-number representation,14

pj~x,z!5
1

2p E
2`

`

p̂ j~h,z!exp~ ih~x2xj !!dh, ~10!

where p̂ j is the wave-number spectrum. In the first region,
the spectrum satisfies

~L12h2!p̂152d~z2z0!. ~11!

We define the fieldsF j (x,z) andGj 11(x,z) by the equa-
tions,

F j~x,z!5L j
1/4pj

5
1

2p E
2`

`

h1/2p̂ j~h,z!exp~ ih~x2xj !!dh, ~12!

]2Gj 11

]x2 1L j 11Gj 1152d~x2xj 11!F j~xj 11 ,z!. ~13!

The spectral solution of Eq.~13! is

Gj 11~x,z!5
1

2p E
2`

`

Ĝj 11~h,z!exp~ ih~x2xj 11!!dh,

~14!

~L j 112h2!Ĝj 1152F j~xj 11 ,z!. ~15!

Integrating Eq.~13! over an arbitrarily small interval
aboutx5xj 11 , we obtain

]Gj 11

]x
~xj 11 ,z!5F j~xj 11 ,z!. ~16!

From Eq.~14!, we obtain

]Gj 11

]x
5

i

2p E
2`

`

hĜj 11~h,z!exp~ ih~x2xj 11!!dh.

~17!

Setting r j 11
21/2F j 11(xj 11 ,z)5r j

21/2F j (xj 11 ,z) and applying
Eqs.~12!, ~16!, and~17!, we obtain

ir j
21/2hĜj 115r j 11

21/2h1/2p̂ j 11 . ~18!

From Eqs.~15! and ~18!, we obtain

p̂ j 1152ir j 11
1/2 r j

21/2h1/2~L j 112h2!21F j~xj 11 ,z!. ~19!

The energy-conserving solution is generated using Eqs.~12!
and ~19!.

III. IMPLEMENTATION AND EXAMPLES

To obtain a stable solution, it is necessary to choose the
integration contour carefully. We have obtained good results
using an integration contour that consists of five linear seg-
ments. The endpoints of the segments areh5 i e, h50, h
5ha , h5ha2 id, h5hb2 id, and h5hb1 i e. The wave
numbersha andhb are selected so that the sharp peaks in the
spectrum lie between these values. The small parameterse
and d are selected so that the integrand is negligible for
Im(h).e and to avoid the peaks in the spectrum in the region
ha,Re(h),hb . For the examples, we use values ofha and
hb that correspond to horizontal phase speeds of 1400 m/s

FIG. 1. Transmission loss for exampleA, which involves a 25-Hz source in
a water column that decreases in depth with range. The dashed curves cor-
respond to a reference solution that was generated using the energy-
conserving parabolic equation.~a! The energy-conserving spectral solution
~solid curve! is in agreement with the reference solution.~b! The pressure-
conserving solution~solid curve! contains a negative amplitude error.
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and 1800 m/s. Reference solutions were generated using a
parabolic equation implemented with the complete energy-
conservation correction.

Example A is identical to the wedge benchmark
problem15 with the exception that we consider a line source
in plane geometry. This problem involves a 25-Hz source at
z5100 m in a water column in whichc51500 m/s. The
ocean depth decreases linearly from 200 m at the source
location to zero atx54 km. In the sediment,c51700 m/s,
r51.5 g/cm3, and the attenuation is 0.5 dB/l. Transmission
loss for exampleA appears in Fig. 1. The energy-conserving
spectral solution is in agreement with the reference solution.
The pressure-conserving solution contains a negative ampli-
tude error. ExampleB is identical to exampleA, with the
exception that the ocean depth increases linearly to 400 m at
x54 km. Transmission loss for exampleB appears in Fig. 2.

The energy-conserving spectral solution is in agreement with
the reference solution. The pressure-conserving solution con-
tains a positive amplitude error.

IV. CONCLUSION

An energy-conserving spectral solution has been derived
and tested. The complete energy-conservation correction is
applied at vertical interfaces in two steps. A quantity that is
related to the pressure by the fourth root of the depth opera-
tor is first computed using a spectral integral. The forcing
function for the spectrum in the next range-independent re-
gion is composed of this quantity plus factors of the square
roots of density and horizontal wave number. The accuracy
of the energy-conserving spectral solution was demonstrated
for problems involving sloping ocean bottoms. Although this
approach is not as efficient as the energy-conserving para-
bolic equation, it might be easier to generalize to the elastic
case, which is an important unresolved problem.
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This paper describes an acoustic experiment~PROSIM’97! carried out to investigate inversion for
seabed properties at a site off the west coast of Italy where previous acoustic and geophysical
studies have been performed. Acoustic fields were measured at a vertical hydrophone array due to
a swept-frequency source towed over weakly range-dependent bathymetry. Based on the known
geology, the seabed is modeled as a sediment layer overlying a semi-infinite basement with
unknown model parameters consisting of the sediment thickness, sediment and basement sound
speeds, source range and depth, water depth at the source and array, and array tilt. A hybrid
inversion algorithm is applied to determine the model values that minimize the mismatch with the
measured acoustic fields. Multiple data sets are analyzed to examine the consistency of the inversion
results. It is found that the low sound speed of the sediment layer, together with a large uncertainty
in bathymetry, leads to strong correlations between the water depths and sediment thickness. This
precludes reliable estimation of these parameters individually; however, the total depth to the
basement can be estimated reliably. In addition, the basement speed and geometric parameters are
estimated consistently, and all parameters compare favorably with the geophysical ground-truth
information and with previous inversion results. ©2000 Acoustical Society of America.
@S0001-4966~00!00104-1#

PACS numbers: 43.30.Pc, 43.60.Pt@DLB#

INTRODUCTION

In May 1997, SACLANT Undersea Research Centre
performed a shallow-water acoustic experiment, known as
PROSIM’97, in the Mediterranean Sea off the west coast of
Italy near Elba Island.1 Acoustic fields were recorded on a
48-sensor vertical array due to a swept-frequency source
~300–850 Hz! towed over a track with weakly range-
dependent bathymetry. Environmental parameters such as
ocean sound speed and current velocity were recorded
throughout the experiment; notably, however, the bathym-
etry measurements along the source track were subject to
relatively large uncertainties due to experimental difficulties.

The purpose of the experiment was to study matched-
field inversion for seabed geoacoustic properties. In
matched-field inversion, model parameters~representing en-
vironmental properties and/or experiment geometry! are de-
termined by minimizing the mismatch between the measured
acoustic fields and replica fields computed using a numerical
propagation model. Since the parameter search space can be
of high dimension and include many local minima, global
inversion methods, such as simulated annealing2–5 ~SA! and
genetic algorithms,6–8 are typically employed. Global inver-
sion methods widely search the parameter space without be-
coming trapped in local minima; however, as they neglect

local gradient information, they can be inefficient, particu-
larly when correlations exist between model parameters.5 In
this paper, matched-field geoacoustic inversion is applied to
the PROSIM’97 acoustic data using a hybrid inversion algo-
rithm, simplex simulated annealing9,10 ~SSA!, which com-
bines the local downhill simplex method11,12 with a fast
simulated annealing~FSA! global search.13,14 The algorithm
has previously been applied to synthetic geoacoustic data,
and has proven to be an efficient and effective inversion
scheme.9,10

The PROSIM’97 experiment was conducted in the same
region as the earlier Yellow Shark experiments~1994, 1995!,
which made use of both ocean acoustic and geophysical
measurements to determine seabed geoacoustic
properties.8,15,16 Hence, the Yellow Shark results provide a
relevant baseline for comparison with the results derived in
this paper. The geophysical studies included analysis of sedi-
ment core samples, high-resolution seismic surveys, and in-
version of reflection coefficient versus angle data. The geoa-
coustic model for the region determined from these studies
consisted of a thin, low-speed sediment layer overlaying a
higher-speed basement of consolidated sediments. Two dif-
ferent approaches were applied to the inversion of Yellow
Shark acoustic data. Hermand and Gerstoft8 inverted con-
tinuous wave~CW! data~seven tones at frequencies of 200–
800 Hz! using genetic algorithms with the normal-mode
model SNAP.17 The unknown parameters consisted of geo-

a!Currently at MacDonald Dettwiler and Associates, Richmond, British Co-
lumbia V6V 2J3, Canada.
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metric and~range-independent! geoacoustic properties and
included a compressional-speed gradient in the sediment
layer. Siderius and Hermand15 inverted broadband~200–800
Hz! transmission-loss data from five ranges at a sparse array
of four sensors. A range-dependent geoacoustic model was
compiled by performing separate range-independent inver-
sions for each of the five range segments, with the sediment
and basement compressional speeds and the sediment thick-
ness as unknowns. The inversions consisted of systemati-
cally varying these three parameters to obtain the best match
to the measured data using the parabolic-equation model
RAM.18

In this paper, independent SSA inversions are carried
out for acoustic-field measurements at 17 ranges from
0.7–10 km in the PROSIM’97 experiment. The unknown
model consists of seabed properties including the sediment
thickness and sediment and basement compressional speeds,
and geometric parameters including the source range and
depth, array tilt, and water depth at the source and array. The
adiabatic normal-mode propagation model PROSIM19 is
used to accommodate the range-dependent bathymetry. Mul-
tiple data sets are analyzed to examine the consistency of the
inversion results, and the model parameters are compared
with available ground-truth information and with previous
inversion results.

This paper is organized as follows. Section I provides a
description of the experiment and the measured acoustic and
environmental data. Section II briefly describes the SSA in-
version algorithm, and Sec. III presents a synthetic inversion
study simulating the experiment. Section IV presents the in-
version results for the PROSIM’97 data, and Sec. V summa-
rizes this work.

I. PROSIM’97 EXPERIMENT

The PROSIM’97 experiment1 was conducted between
15–23 May 1997, in the region southeast of Elba Island in

the Mediterranean Sea off the western coast of Italy~Fig. 1!.
Environmental data, including water-temperature profiles,
current velocity, sea-surface wave height, and weather con-
ditions, were recorded during the experiment. Sound-speed
profiles were measured throughout the experiment area using
a CTD ~conductivity, temperature, depth! chain towed by the
source ship. Bathymetric data were measured along the
source track using a swath multibeam echosounder. Swath
data can be accurate to within approximately 0.5%. Unfortu-
nately, in this case the system had not been calibrated prop-
erly and the water depth measurements, although accurate in
a relative sense, have an absolute uncertainty of approxi-
mately 10%. As a result, the bathymetry must be treated as
an unknown, rather than a known parameter in the geoacous-
tic inversions formulated in Secs. III and IV.

The acoustic data were recorded at a vertical line array
~VLA ! of 48 hydrophones which spanned from 26–120-m
depth with a 2-m spacing between sensors~data from one
hydrophone were omitted from the analysis because of low
gain!. The water depth at the array site was approximately
130 m. Both a piezoelectric~flextensional! transducer and
explosive charges~0.8-kg signal, underwater sound or SUS!
were used as acoustic sources. The transducer produced both
linear frequency modulated~LFM! sweeps and CW signals.
The experiment involved three parts consisting of:~i! towing
the transducer and deploying charges over a region of
weakly range-dependent bathymetry,~ii ! deploying charges
over a region of strongly range-dependent bathymetry, and
~iii ! transmitting continuously from a moored transducer to
study time-dependent propagation along a fixed path. In to-
tal, the PROSIM’97 experiment provided a very large suite
of data, including source frequencies from 50 Hz to 7.5 kHz.

In this paper, only a portion of the acoustic data are
considered. These data were recorded on May 18 along a
10-km track to the east of the VLA site, as shown in Fig. 1.

FIG. 1. The PROSIM’97 experiment
site, including ship tracks and the
10-km section used for the inversions
in this paper. VLA indicates the site of
the vertical line array.

1968 1968J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 Fallat et al.: Hybrid geoacoustic inversion of broadband



These data were selected because the bathymetry along this
portion of the track is only weakly range-dependent with less
small-scale variation than to the west of the VLA~near Elba
Island!.1 The source was towed at a depth of about 12 m,
passing within approximately 700 m of the array. The acous-
tic signal consisted of a LFM sweep from 300–850 Hz. The
acoustic pressure at each hydrophone of the VLA was
sampled at 3 kHz and recorded on optical disc. Figure 2~a!
shows an example of the acoustic signal recorded on a mid-
water column sensor due to the source at its closest point of
approach. The acoustic time series were transformed using
the fast Fourier transform~FFT! to produce a frequency-
domain signal with a sampling of 5 Hz. Figure 2~b! shows an
example of the signal power spectrum. The Doppler shift due
to the motion of the towed source was assumed to be negli-
gible since the ship speed of approximately 2 m/s leads to a
frequency shift of only about 0.1%.

II. INVERSION ALGORITHM

In this paper, geoacoustic inversions are carried out us-
ing a matched-field technique. Matched-field methods at-
tempt to determine the set of model-parameter values that
minimizes a measure of the mismatch between the measured
acoustic fields and modeled replica fields computed using a
numerical propagation model. The measure of the mismatch
adopted here is based on the~normalized! Bartlett correlator
for a broadband signal,

E~m!512
1

F (
i 51

F up~ f i !•p* ~m, f i !u2

up~ f i !u2up~m, f i !u2 . ~1!

In ~1!, p( f i) is a vector of acoustic pressures measured at the
VLA at a frequencyf i , p(m, f i) is a vector of replica pres-
sures computed for a modelm, andF is the number of fre-
quencies. The mismatch has a valueEP@0,1#, with zero

indicating a perfect match. In~1!, the acoustic pressures are
summed coherently in depth and incoherently in frequency
~the relative merit of coherent and incoherent processing in
frequency is currently under debate; however, based on the
study of Taroudakis and Markaki,20 frequency-incoherent
processing is applied here!. The replica acoustic fields are
generated using PROSIM,19 which is a ~weakly! range-
dependent version of the normal-mode acoustic propagation
model ORCA.21 Range dependence is built into the model
using the adiabatic approximation,22,23

p~r ,z!5
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wherep(r ,z) is the acoustic pressure at ranger and depthz
due to a source at zero range and depthzs , fm(r ,z) and
km(r ) represent themth mode function and wave number
computed for the local environment at ranger, M is the
minimum number of propagating modes supported between
source and receiver, andr is the density. In practice, the
modal wave numbers are computed for a finite number of
realizations of the environment between source and receiver,
and are assumed to change in a piecewise linear manner with
range.

The geoacoustic inversions performed in this paper were
carried out using SSA, a hybrid inversion algorithm that in-
corporates the local downhill simplex~DHS! method into a
FSA global search. The SSA algorithm is only briefly out-
lined here; a complete description is given elsewhere.9,10 The
DHS method11,12 operates on a simplex ofN11 models,
whereN is the number of unknown model parameters. The
method is based on a simple set of geometric transformations
for moving downhill in mismatchE, and does not require
computing partial derivatives or solving systems of equa-
tions. This provides an efficient approach to moving down-
hill, but is prone to becoming trapped in local minima.

SA2–5 consists of a series of iterations involving random
perturbations of the model parameters. After each iteration, a
control parameter~temperatureT! is decreased slightly. Per-
turbations that decrease the mismatchE are always accepted;
perturbations that increaseE are accepted with a probability
drawn from a temperature-dependent Boltzmann distribu-
tion. Accepting some perturbations that increaseE allows SA
to avoid becoming trapped in local minima. However, asT is
decreased, accepting increases inE becomes increasingly im-
probable, and the algorithm eventually converges to a solu-
tion. The convergence can be accelerated by reducing the
perturbation size as the inversion progresses. FSA13,14 is
based on drawing parameter perturbations from a Cauchy
distribution and decreasing the distribution width withT.
Global inversion methods widely search the parameter space.
However, as no gradient information is used, they can be
inefficient, particularly near convergence and in cases where
correlated parameters produce narrow valleys in the param-
eter space that are not aligned with the parameter axes.5

The goal of hybrid inversions is to combine local and
global methods in a way that retains the advantages of each

FIG. 2. The acoustic signal recorded at the closest point of approach~;700
m! on a mid-water column hydrophone.~a! Shows the time series~arbitrary
pressure units!; ~b! shows the corresponding power spectrum.
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FIG. 3. Schematic diagram of the ocean environment
used in the synthetic test case inversions.

FIG. 4. 1D cross sections of the pa-
rameter space for the synthetic test
case. The dotted lines represent the
true parameter values. Results for
basement attenuationab are very simi-
lar to as and are not shown.
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~i.e., to move effectively downhill, yet avoid becoming
trapped in local minima!. SSA is based on adding a Cauchy-
distributed random component to the geometric transforma-
tions of the DHS algorithm, and employing these in the place
of purely random parameter perturbations in a FSA algo-
rithm. The relative importance of the random component is
reduced with temperature, so gradient information becomes
increasingly important as the inversion proceeds. The SSA
algorithm has been found to effectively navigate complicated
parameter spaces~including correlated parameters! in syn-
thetic geoacoustic inversion examples9,10,24and in other chal-
lenging inverse problems.25

III. SYNTHETIC STUDY

To investigate geoacoustic inversion for the
PROSIM’97 experiment, a synthetic inversion study was
carried out to simulate the acoustic experiment as closely as
possible. Previous geophysical and geoacoustic studies in the
region6,8,15,16indicated that the seabed is characterized by a
sediment layer 5–9-m thick, consisting of clays and silty
clays with a compressional speed of 1460–1490 m/s~slightly
lower than the water sound speed of approximately 1510
m/s!, a density of 1.3–1.5 g/cm3, and an attenuation 0.06
dB/l ~wherel is the acoustic wavelength!. Underlying this
layer is a basement of consolidated sediments~silt! with a
compressional speed of approximately 1540–1550 m/s, a
density of 1.8 g/cm3, and an attenuation of 0.15 dB/l. The
environmental properties of the synthetic test case were cho-
sen in accordance with the above values, and are shown in
Fig. 3. In particular, the seabed is represented as a single

uniform sediment layer overlying a semi-infinite basement.
The water depth varies from 127–135 m over a 4.5-km
range, representative of the bottom slope in the PROSIM’97
experiment. To apply the adiabatic normal-mode approxima-
tion ~2!, wave numbers were computed for water depths at
five intermediate points~previous studies10,26 indicated this
was adequate to accurately model the slope!. The ocean
sound-speed profile in Fig. 3 represents a compilation of the
sound-speed measurements obtained during the experiment
with the towed CTD chain. Forward-modeling indicated that
the range dependence of the measured sound speed is an
order of magnitude less important~in terms of mismatch!
than that of the water depth. Hence, range dependence of the
bathymetry, but not of the sound speed, is included in the
synthetic test case.

To investigate the relative importance of the geoacoustic
properties, a sensitivity study was carried out. Figure 4
shows the mismatchE, computed using PROSIM for fre-
quencies 300–850 Hz in 5-Hz increments, as a function of
various geoacoustic and geometric parameters@i.e., one-
dimensional~1D! cross sections of the parameter space#. In
each case, the parameters that are not varied are held at their
true value. This figure indicates that the sensitivity of the
acoustic fields to the various parameters varies over a num-
ber of orders of magnitude. For instance, large mismatches
of E.0.5 occur when varying properties such as source
range and depthr andz, sediment thicknessh, sediment and
basement sound speedcs andcb , water depth at the source
and at the VLAD1 andD2 , and array tiltc ~measured as a
horizontal displacement of the top hydrophone with the bot-

FIG. 5. Inversion results for the syn-
thetic test case including the mismatch
E and all model parameters. The dot-
ted lines indicate the true parameter
values, and the range of ordinate val-
ues indicate the search intervals for
each parameter.
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tom hydrophone fixed!. Therefore, these properties are im-
portant acoustically, and are included as unknown param-
eters in the geoacoustic model. However, small mismatches
E,0.1 occur for properties such as the sediment sound-
speed gradientcz , and the densities and attenuations of the
sediment and basementrs , rb , as , andab . These proper-
ties represent relatively insensitive parameters in applying
matched-field inversion based on the Bartlett processor in
this environment~particularly for measured field data which
contain noise and other sources of mismatch!. Holding these
parameters fixed will not have a large effect on the Bartlett
mismatch; conversely, it is unlikely matched-field inversion
of noisy data will provide meaningful estimates for these
parameters. Hence, they are not included in the model as
unknown parameters, but are held fixed~at their true values!
in the synthetic test case. In analyzing the Yellow Shark
experiment, Siderius and Hermand15 carried out a similar
synthetic sensitivity study and came to the same conclusions:
the sensitive geoacoustic parameters are the sediment thick-
ness and sediment and basement sound speed. Their inver-
sion involved only these parameters.

The test case consisted of inverting~noise-free! syn-
thetic data for the seabed/geometric parameters included in
the geoacoustic model, as described above. Figure 5 shows
the results of SSA inversion of the synthetic data. Search
bounds for each parameter were chosen to represent a rea-

sonable range of values, given thea priori information avail-
able from the geophysical and geoacoustic studies described
above. These bounds are indicated in Fig. 5 by the range of
ordinate values on the plot for each parameter. Figure 5
shows the mismatch and the model parameters as a function
of temperature step~iteration!, including the results for all
models in the simplex. Figure 5~a! shows that the mismatch
E decreases steadily from an initial value of approximately 1
to a final value ofE50.015, at which point the mismatches
of all models have essentially converged to a single value.
The convergence of the model parameters are shown in Fig.
5~b!–~i!, with the dotted lines indicating the true parameter
values. Excellent inversion results are obtained for all param-
eters except water depthsD1 andD2 and sediment thickness
h ~discussed below!. The source ranger is clearly the most
sensitive parameter as it converges at a very early stage in
the inversion; the basement sound speedcb appears to be the
second most sensitive parameter. The inversion involved ap-
proximately 10 000 forward models, and required about 3 h
of CPU time on a 500-MHz DEC Alpha workstation.

Although relatively poor inversion results are obtained
for D1 , D2 , and h in Fig. 5, Fig. 4 shows that these are
sensitive parameters with well-defined minima. The poor re-
sults appear to be due to interparameter correlations. Figure
6 illustrates these correlations in terms of selected two-
dimensional~2D! cross sections of the parameter space. For
instance, while sharp minima inE occur as 1D functions ofh
and ofD2 ~Fig. 4!, Fig. 6~a! shows that the 2D dependence
of E on bothh andD2 exhibits an elongated narrow valley
not aligned with the parameters axes, indicative of correlated
parameters. A similar correlation betweenh andD1 is illus-
trated in Fig. 6~b!. In each case, a negative correlation is
indicated, withD1 or D2 decreasing ash increases. Corre-
lated parameters cause difficulty in determining the
minimum-mismatch model, even for SSA, as different pa-
rameter combinations within the valley all produce very
similar ~low! mismatch values. Physically, these correlations
seem to be related to the low sound speed and density of the
sediment layer, which appears acoustically similar to the wa-
ter. Although the water/sediment interface is not well defined
acoustically, the sediment/basement interface is, which
means that the total depth to the basement is the acoustically
important quantity. The fact that the same depth to basement
can be obtained by increasingh while decreasingD1 or D2

~and vice versa! leads to the observed correlations. A some-
what weaker~negative! correlation betweenD1 and D2 is
illustrated in Fig. 6~c!. This correlation likely results from
the fact that the average water depth along the track is more
important acoustically than the water depth at either the
source or receiver, and a similar average depth can be ob-
tained by increasingD1 while decreasingD2 ~and vice
versa!. Finally, Fig. 6~d! indicates a~positive! correlation
betweencs andh, although this correlation does not seem to
degrade the inversion results forcs in Fig. 5. No other sig-
nificant parameter correlations were found for this test case.
Figure 6~e! and ~f! show examples of parameter combina-
tions that are uncorrelated.

To further investigate the effect of correlations between
D1 , D2 , and h, the synthetic inversion was repeated with

FIG. 6. Selected 2D cross sections of the parameter space for the synthetic
test case. The crosses indicate the true parameter values.
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smaller search bounds forD1 andD2 of 61 m about the true
values ~representative of the accuracy of calibrated swath
bathymetry!. The results, given in Fig. 7, show that all pa-
rameters, includingh, are now accurately determined.

IV. PROSIM’97 INVERSION RESULTS

This section describes the inversion of the acoustic data
recorded during the PROSIM’97 experiment described in
Sec. I. The inversion is carried out using the SSA algorithm
described in Sec. II, and the geoacoustic model parameters
are the same as those used for the synthetic test case in Sec.
III. Acoustic data for 17 ranges from 0.7–10 km along the
source track were selected for inversion, as shown in Fig. 8.
The goal of inverting data from multiple ranges is not to
determine a range-dependent geoacoustic model, but rather
to consider a large enough number of independent measure-

ments to provide an indication of the consistency of the in-
version results for the various model parameters. Several in-
dependent SSA inversions were carried out for the acoustic
data at each range, for a total of 52 inversions~each inver-
sion involved approximately 10 000 forward models and re-
quired about 3 h of CPUtime!. Figure 9 shows the model
parameters determined in all inversions plotted as a function
of the source longitude~Fig. 8!, with the inversion results
that produced the lowest mismatch at each range connected
by a solid line.

The SSA inversion results for the source ranger are
shown in Fig. 9~a!, with the dotted line representing the
ranges calculated using differential global positioning system
~DGPS! measurements of the ship and VLA positions. The
lowest-mismatch results closely track the DGPS range, and
the variation between inversion results at each range is small
~i.e., the results are highly consistent from inversion to in-
version!. Figure 9~b! shows the inversion results for the
source depthz. The dotted line at 12 m indicates the nominal
source depth~i.e., the depth at which the source was sup-
posed to be towed!. With a small number of exceptions, the
inversion results are within approximately 1 m of thenomi-
nal depth, and exhibit a moderate amount of variation.

Figure 9~c!–~e! show the results for the seabed proper-
ties: sediment sound speedcs , sediment thicknessh, and
basement sound speedcb . The PROSIM’97 results are com-
pared to the results obtained for the two Yellow Shark ex-
periments carried out in the same region. The dashed lines
represent the results of Hermand and Gerstoft’s8 inversion of
broadband acoustic-field data~the line for cs represents the

FIG. 7. Inversion results for the syn-
thetic test case with the search interval
for water depthsD1 andD2 reduced to
61 m about the true values. The dot-
ted lines indicate the true parameter
values, and the range of ordinate val-
ues indicate the search intervals for
each parameter.

FIG. 8. Ship track: the small crosses represent points used in the inversions
while the dots represent all points where the source was transmitted.
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average value from their model which included a gradient in
sediment sound speed!. The dash-dotted lines represent the
results of Siderius and Hermand’s15 inversion for the range-
independent segment that was closest to the PROSIM’97 ex-
periment site. Figure 9~c! shows that the PROSIM’97 results
for cs are in reasonably good agreement with the Yellow
Shark results, generally falling between the two lines, and
exhibit a moderate amount of variation from inversion to
inversion. The PROSIM’97 results forh @Fig. 9~d!# also fall
between the two Yellow Shark results, but with a somewhat
greater amount of variation. The PROSIM’97 results forcb

@Fig. 9~e!# are in excellent agreement with the results of Her-
mand and Gerstoft,8 and are highly consistent from inversion
to inversion.

Figure 9~f! shows the inversion results for the array tilt
c. The dotted line represents the estimated tilt, calculated by
projecting the measured current vector onto the radial vector
between the source and the VLA. The current was essentially
constant in direction and magnitude over the duration of the
acoustic measurements; however, the projection changes
with the source position for a moving source. Since the ac-
tual array tilt produced by a given current is not known, the
projection provides only a relative estimate of the tilt as a
function of source position. In Fig. 9~f!, this estimate has
been arbitrarily scaled to produce the best agreement with
the inversion results. This figure shows that, with the excep-

tion of a few points, the inversion results are highly consis-
tent and are in excellent agreement with the estimated~rela-
tive! tilt.

Figure 9~g! shows the inversion results for the water
depth at the sourceD1 . The dotted line represents the water
depth estimates from the swath data. As the swath system
was not calibrated properly~see Sec. I!, the swath measure-
ments represent only relative water depth. For the purpose of
comparison, the absolute depth is fixed in Fig. 9~g! by as-
signing the depth at the VLA~measured by echo-sounding!
to the source water depth at the point of closest approach
~700-m range, the fourth inversion result from the left!. Fig-
ure 9~g! shows that the general features of the inversion re-
sults forD1 are in reasonably good agreement with the swath
data. Figure 9~h! shows the inversion results for the water
depth at the VLAD2 with the dotted line indicating the
echo-sounder depth measurement. The inversion results are
in reasonable agreement for the first 8–10 points, but are in
poorer agreement beyond. The results for both water depths
D1 andD2 show a substantial amount of variation from in-
version to inversion.

The SSA inversion results shown in Fig. 9 were ob-
tained by minimizing the Bartlett mismatchE between mea-
sured and modeled acoustic fields. The mismatches obtained
by the SSA inversions are shown in Fig. 10. The mismatches
range from 0.15–0.5, with an average value of 0.3. Figure 11

FIG. 9. Summary of the inversion re-
sults for the PROSIM’97 data. The
crosses represent all inversion results,
with the solid line connecting the
lowest-mismatch results. The dotted
lines represent independent estimates
of the true values~when information
was available!. The dashed and dash-
dotted lines represent the Yellow
Shark inversion results of Hermand
and Gerstoft~Ref. 8! and Siderius and
Hermand~Ref. 15!, respectively.
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illustrates the agreement between the measured and modeled
fields. This figure shows the magnitude of the acoustic fields
as a function of depth and frequency for short- and mid-
range sources at the 0.88- and 4.55-km ranges, respectively.
The mid-range fields are in excellent agreement (E50.15),
with all of the major features and some of the small-scale
structure of the measured fields reproduced in the modeled
results. At short range, the measured fields contain a great
deal of fine structure due to the near-field interference of
evanescent~leaky! modes. This is not modeled by the propa-
gation model PROSIM, which considers only the trapped
~propagating! modes. Hence, while the modeled fields (E
50.3) reproduce the major features of the measured fields
reasonably well, they do not reproduce the fine structure.

In the inversion results of Fig. 9, the parameters that
show the greatest consistency are the source ranger, base-
ment sound speedcb , and array tiltc. The first two corre-
spond to the parameters that were determined to highest pre-

cision in the synthetic study in Sec. III. The parameters that
show the most variability in Fig. 9 are the water depthsD1

and D2 and the sediment thicknessh, which correspond to
the most poorly determined parameters in the synthetic
study. The synthetic study indicated that correlations be-
tween these parameters lead to the ambiguous inversion re-
sults. As the sediment layer appears acoustically similar to
the water column, the water depth and sediment thickness
are difficult to determine individually. Rather, it is their sum,
the depth to the basement, that is well determined. This is
illustrated in Fig. 12, which shows the inversion results for
D1 , D2 , andh combined to produce an approximate depth-
to-basement defined asDb5(D11D2)/21h. It is apparent
that the scatter ofDb in Fig. 12 ~particularly for the lowest-
mismatch results! is considerably less than that ofD1 , D2 ,
andh in Fig. 9~d!, ~g!, and~h!. Note also thatDb decreases

FIG. 10. Mismatches of the SSA inversions of the PROSIM’97 data shown
in Fig. 9.

FIG. 11. Measured and modeled
acoustic pressure fields for two of the
PROSIM’97 inversions, normalized in
5-Hz bands.

FIG. 12. PROSIM’97 inversion results expressed as the approximate depth
to the basement layerDb5(D11D2)/21h, with the solid line connecting
the lowest-mismatch results.
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slightly with longitude, as expected for a source moving into
shallower water.

The correlation between model parameters can be con-
sidered further for the PROSIM’97 results by computing the
correlation matrixC. Specifically, the correlation between
parametersmi andmj is defined to be

Ci j 5
^~mi2^mi&!~mj2^mj&!&

A^~mi2^mi&!2&^~mj2^mj&!2&
, ~3!

where^•& indicates the expected value or ensemble average
computed from a population of samples. Values ofCi j vary
from 21 to 1, with 21 ~11! indicating a perfect negative
~positive! correlation between parameters, and zero indicat-
ing completely uncorrelated parameters. The main diagonal
of C contains the parameter autocorrelations which are, by
definition, unity. Figure 13 shows the correlation matrix
computed using the SSA inversion results shown in Fig. 9.
For the range-independent parameters~D2 , h, cs , cb , andz!,
the expected values can be computed from all 52 inversion
results, providing a reasonable, if small, sample size. For the
range-dependent parameters~D1 , r and c!, ^mk& must be
computed at each range independently; this results in very
small sample sizes, and the correlations obtained for these
parameters may not be meaningful. In addition, since the
inversions for the PROSIM’97 data do not obtain as low
mismatches as the synthetic inversions of Sec. III, correla-
tions evident in the synthetic study may not be observable
for the measured data. Nonetheless, the major feature of Fig.
13 is a strong negative correlation between sediment thick-
nessh and VLA water depthD2 . A somewhat weaker nega-
tive correlation betweenh and the source water depthD1 is
also evident. These observations agree with the correlation
results for the synthetic test case shown in Fig. 6~a! and~b!,
and help explain the inconsistent inversion results for sedi-
ment thickness and water depth. The other parameter corre-

lations indicated by the synthetic study are not evident in
Fig. 13.

V. SUMMARY AND DISCUSSION

This paper describes and analyzes a geoacoustic inver-
sion experiment, PROSIM’97, carried out off the west coast
of Italy at a shallow-water site where previous acoustic and
geophysical studies have been performed. Acoustic fields
were measured at a vertical array of 48 hydrophones due to a
LFM source~300–850 Hz! towed along a 10-km track over
weakly range-dependent bathymetry. Guided by a synthetic
sensitivity study, the geoacoustic model parameters were
taken to consist of the sediment thicknessh, sediment and
basement sound speedscs andcb , source range and depthr
andz, water depth at the source and arrayD1 andD2 , and
array tilt c. Broadband matched-field inversion for these pa-
rameters was carried out using a hybrid algorithm, simplex
simulated annealing, that combines the local downhill sim-
plex method and a fast simulated annealing global search. A
total of 52 independent inversions were performed for data
from 17 different ranges to investigate the consistency of the
results for the various parameters. It was found that forr, cb ,
and c, the inversion results were highly consistent and in
excellent agreement with independent estimates. The results
for the remaining parameters were in reasonably good agree-
ment with independent estimates, but showed greater varia-
tion from inversion to inversion, particularly forD1 , D2 ,
andh.

A synthetic study carried out to simulate the experiment
indicated the difficulty in determiningD1 , D2 , and h was
likely due to strong interparameter correlations that arise be-
cause the low-speed sediment layer appears similar acousti-
cally to the water column. The correlation matrix derived
from the PROSIM’97 inversion results supported this obser-
vation. These correlations preclude reliable estimation of the
parameters individually. However, a combination of param-
eters that can be interpreted as the approximate depth to the
basement can be estimated more reliably. The synthetic
study indicated that in cases when the bathymetry is well
known, the sediment thickness can be determined accurately.
Note also that if the goal of the inversion is to determine an
effective environment for accurate propagation modeling, er-
rors in the seabed properties due to interparameter correla-
tions may not pose a serious problem.

Sources of potential error for this inversion study in-
clude the choice of model parameterization~which included
only two layers and neglected sound-speed gradients, den-
sity, and attenuation!, range dependence of the geoacoustic
properties, and three-dimensional~3D! propagation effects.
However, the PROSIM’97 inversion results can be validated
in a number of ways. The geometric parameters obtained are
in good agreement with independent estimates, and the sedi-
ment and basement sound speeds agree well with the results
of previous geophysical and geoacoustic experiments in the
region. In addition, low mismatch values were obtained for
most source ranges, and consistent values were obtained for
the geometric parameters, basement sound speed, and~to a
lesser extent! sediment sound speed over a large number of

FIG. 13. Correlation matrix computed from the PROSIM’97 inversion re-
sults shown in Fig. 9.
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independent inversions. These lines of evidence provide con-
fidence that matched-field methods can provide meaningful
estimates of environmental properties.
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Estimation of coherent detection performance for spread
scattering in reverberation-noise mixtures
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Narrow-band matched filter processing gain is estimated for medium- and high-frequency active
sonars for which the random backscattering processes are assumed to be wide sense stationary in
time frequency and uncorrelated in delay-Doppler wide sense stationary and uncorrelated scattering
@WSSUS conditions#. Echo and reverberation processes that are WSSUS are described by
two-dimensional scattering functions defined in the delay-Doppler plane. The average receiver
responses are estimated from the convolution of the appropriate scattering function with the
waveform ambiguity function. Estimates of matched filter processing gain are derived for
continuous wave~CW! linear frequency modulation~LFM!, and discrete frequency shift keyed
~FSK! ~hop code! waveforms reflected from point and uniform delay spread scatterers masked by
reverberation. These bound matched filter performance for a particular waveform and interference
distribution since most delay spread scattering falls somewhere between these extremes. The
scattering and ambiguity functions are modeled by bounded constant amplitude functions in
delay-Doppler that permit the convolutions to be approximated by overlapping area calculations.
The results are presented in tabular form as simple formulas that are functions of the reverberation,
noise, and waveform parameters. The estimates are shown to be consistent with processing gain
measurements made from multiple realizations of synthesized and in-water data. ©2000
Acoustical Society of America.@S0001-4966~00!00604-4#

PACS numbers: 43.30.Vh, 43.60.Gk@DLB#

LIST OF SYMBOLS

AF ambiguity function
Br reverberation SF bandwidth~Hz!
Ex5PxT transmitted signal energy~Joules!
Es received signal energy~Joules!
Er received reverberation energy~Joules!
Ersl reverberation contribution of an FSK side-

lobe when Doppler is not zero~Joules!
Ef s MF signal response~Joules!
Ef r MF reverberation response~Joules!
E$ % expectation operator
fonts random quantities are denoted by sans serif

fonts, i.e.,s, S
f s sampling frequency, effective system noise

bandwidth~Hz!
Gp5SIRout/ processing gain

SIRin

M number of chips or subpulses in the FSK
code

MF matched filter
N0 noise power spectral density~Watts/Hz,

Joules!

f Doppler frequency~Hz!
Px transmitted power~Watts!
Ps ,Pr received signal and reverberation power

~Watts!
Pn5N0f s noise power at the receiver~Watts!
ROC receiver operating characteristic, plot of de-

tection`d vs ` f

r n5Pr /Pn reverberation to noise power ratio
Rr reverberation SF level per unit time-

frequency~no dim.!
Rsp point scatter SF level~no dim.!
Rsl line scatter SF level~1/sec!
SF scattering function
SIRin ,SIRout input and output signal to interference ratios
T waveform duration~sec.!
Tp5T/M FSK subpulse duration~sec.!
t range delay parameter~sec.!
t t range delay extent of the linescatterer~sec.!
W waveform design bandwidth (f max2fmin)

~Hz!
WSSUS wide sense stationary and uncorrelated scat-

tering

INTRODUCTION

The estimation of active sonar detection performance is
a multistep process involving the modeling of two-way
propagation, the scattering or reflection process, interference,
and the system parameters including projector and receiver
array, waveform, processing methodology, and receiver echo

and interference response. In a benign environment where
there is no channel-induced signal spreading, the scattering is
pointlike, and the interference is white Gaussian noise
~WGN! with power densityN0 , scattering is described by a
single parameter, the backscatter strength. The signal re-
sponse of the optimum coherent matched filter receiver de-
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pends only upon the signal energyEs and the output perfor-
mance is proportional to the SNREs /N0 . In the presence of
reverberation and non-point-like~delay and/or Doppler
spread! scattering, the waveform modulation becomes an im-
portant factor. For both cases, performance is characterized
by the processing gain defined as the ratio of output to input
signal to interference ratio SIRout/SIRin.

The design of signals and receivers to maximize rever-
beration performance and the problem of performance esti-
mation have occupied researchers in the field for many years
and much has been published on the subject.1–8 Much of this
work has been related to performance analysis for point scat-
tering or to the design of signals and mismatched receivers to
maximize SIR. Receivers such as whitening filters that are
optimized for, or adapt to, particular reverberation character-
istics can be sensitive to the prior information and the lack of
stationarity in the input time series; therefore the conven-
tional matched filter is often used in practice. When used
alone it is simply called a matched filter but it can also serve
as a component of a combiner or diversity receiver that in-
coherently ~energy! combines the outputs of multiple
matched filters and is often used for detection in fading
channels.9 Matched filtering is the optimal maximum likeli-
hood detector only for point scattering in WGN, but it is
widely used under conditions where it is suboptimal because
of its simplicity and ease of implementation. It can be made
to perform nearly as well as an optimum mismatched re-
ceiver with proper signal design.6

This paper provides a method for the estimation of
matched filter~MF! reverberation and noise performance
based upon the assumption that random scattering and rever-
beration arise from wide sense stationary~WSS! stochastic
processes. The WSS condition is a consequence of the as-
sumption that scattering is uncorrelated in delay and
Doppler3,6 and applies most generally to sonars operating in
the medium to high-frequency ranges. The combined condi-
tions are called the WSSUS conditions for WSS and uncor-
related scattering~US!.10 Backscatter is described by ascat-
tering function~SF! that represents backscatter strength as a
function of delayt and Doppler frequencyf. The beauty of
this approach is that the expected MF output is the convolu-
tion of the scattering and waveformambiguity functions
~AF! and the simple graphical approach of Van Trees6 can be
adopted to predict reverberation and echo responses. The
convolutions are merely calculations of overlapping areas if
constant amplitude AF and SF models are used.

Estimates of both scatter and reverberation MF response
are made for continuous wave~CW!, linear frequency modu-
lation ~LFM!, and frequency shift keyed~FSK! waveforms.
Point and uniform spreading models are used because they
bound the elongation and multipath induced delay spreading
often encountered at zero Doppler. The results are provided
in a series of tables-containing formulas relating SIR and
processing gain to the parameters of the waveform and the
reverberation. Only the narrow-band MF receiver that hy-
pothesizes delay and Doppler frequency is considered be-
cause reverberation limited conditions at zero Doppler are
assumed and it is not necessary to invoke the more complex
wide-band-time dilation model.11,12 The waveform band-

width is assumed to be limited to that for which frequency-
dependent scattering and absorption effects are negligible.

I. SCATTERING AND AMBIGUITY FUNCTIONS

The scattering function~SF! is a particularly useful de-
scription of both reverberation and combined scattererer and
propagation channel induced random spreading. It is based
upon the assumption that the transmitted signalAExf (t) is
passed through a random time varying linear filter such that
the received signals(t) is related to the waveform by

s~ t !5AExE
2`

` E
2`

`

S~t,f! f ~ t2t!exp~ j 2pft !dfdt.

~1!

The parameters~t, f! are the range delay and Doppler fre-
quency, respectively,Ex is the transmitted signal energy, and
S(t,f) is the spreading function. It is a random-complex
function describing the combined effects of channel and
scatter spreading upon the transmit waveform. This is a
narrow-band model because Doppler is expressed in terms of
a frequency. The random echos(t) is the aggregate contri-
bution of delayed and Doppler-shifted replications of the
transmit functionf (t2t)exp(j2pft) weighted byS(t,f). If
the scattering and propagation processes are only range
spread, the spreading function becomesS(t)d(f) and

s~ t !5AExE
2`

`

S~t! f ~ t2t!dt,

whered(x) represents the Dirac delta function in the vari-
able x. Range~delay! spreading occurs because of scatterer
range extent and multipath or a combination of both. Rever-
beration, on the other hand, is an example of a doubly spread
process described by~1! that is inherently range~delay!
spread and Doppler spread because of wave and sonar mo-
tion, internal waves, or scattering from fish schools. The
analogous wide-band or wavelet representation expresses
Doppler as a time dilation and is applicable for situations
involving high scatterer velocities and large time-bandwidth
~TW! waveforms. If the ratio of twice the scatterer to propa-
gation velocity, called the dilation parameter 2v/c, is small
with respect to the inverse of the waveform TW product, the
narrow-band model is sufficient for the prediction of low
Doppler reverberation performance.12

The SF is

Rs~t,f!5E$uS~t,f!u2%

under WSSUS conditions and the convolution

Ef s~ t̂,f̂ !5E
2`

` E
2`

`

Rs~t,f!F f f~Dt,Df!dfdt ~2!

is the expected response of a matched filter receiver to the
signal ~1! at the hypothesized delay (t̂) and Doppler (f̂).

F f f~Dt,Df!5U E
2`

`

f ~ t ! f * ~ t2Dt!exp2 j 2pDftdtU2

is the waveform AF withDt5t2 t̂,Df5f2f̂.
The convolution~2! is often written in the shorthand

notation
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Ef s5Ex~Rs** F f f !, ~3!

indicating that the average filter response is a double convo-
lution of the scattering and ambiguity functions in the delay
Doppler plane. Reverberation is also a backscatter process
represented by the SFRr(t,f) and the average receiver re-
verberation response is

Ef r5Ex~Rr** F f f !. ~4!

The total received signal and reverberation energiesEs ,Er

are

Es5ExE
2`

` E
2`

`

Rs~t,f!dfdt<Ex ,

~5!

Er5ExE
2`

` E
2`

`

Rr~t,f!dfdt<Ex ,

and bounded from above by the transmitted energyEx . The
expected MF output signal and reverberation energies de-
pend upon the hypothesest̂,b̂ and are bounded by

Ef s<Es<Ex , Ef r<Er<Ex .

The average realized signal-only output of a matched filter
will always be less than the available energy unless the scat-
tering is pointlike. Then, the total signal energy can be real-
ized at the correct delay-Doppler hypothesis andEf s5Es .

Matched filter processing gain is defined as

Gp5
SIRout

SIRin
, ~6!

and relates sonar equation related parameters that determine
SIRin such as target strength, propagation loss, source level,
directivity index, etc. to those that determine SIRout and re-
late to MF signal processing. The calculation of receiver op-
erating characteristics for individual receiver realizations is
then a simple calculation for Gaussian statistics given
SIRout.

6 It is

SIRout5
Ef s

Ef r1N0
, ~7!

and in addition to the reverberation energy, includes ambi-
ent, electronic, and other noise sources that in the aggregate
are described by the white noise power spectral density
(psd)N0 ~Joules!. The input SIR is

SIRin5
Ps

Pn1Pr
, ~8!

wherePs5Es /T is the signal power,Pn5N0f s is the input
noise power, andf s is the system bandwidth~sampling fre-
quency!. It is assumed to exceed the maximum frequency
excursion f max2fmin of the waveform which is its design
bandwidthW. Pr is the reverberation power at the range at
which the MF performance is to be estimated.

II. SCATTERING MODELS

A. The signal component

Point scattering is the simplest model and corresponds to
a specular reflection in a homogeneous environment with no

boundary interactions. Its SF is the delta function
Rspd(t)d(f) and the received echo power and energy~5!
are related to the transmitted energy by

Ps5Es /T, Es5ExRsp. ~9!

The continuous line scatterer with no Doppler spread is mod-
eled by a SF that is confined to thet axis and

Es5ExE
2`

`

Rs~t!dt. ~10!

Rs(t) represents the incremental backscatter strength per
unit time delay at the range delay~t!. It has units of~1/sec!
or Hz and is the only one under consideration with dimen-
sion. Objects that are pointlike or doubly spread in delay-
Doppler are characterized by SF’s that represent scattering
per unit time-frequency and hence are dimensionless.

Uniform scattering on a delay intervalt t about a nomi-
nal delayt0 is represented by

Rs~t!5Rsl, tP@t02t t/2,t01t t/2#. ~11!

The corresponding signal power is

Ps5H PxRslt t , when t t<T

PxRslT, when t t.T.
~12!

While most echoes do not emanate from uniformly dense
scattering mechanisms, point and uniform scattering repre-
sent the delay spreading extremes that can be encountered in
practice. Matched filters are optimum for point scattering but
their performance is degraded in the presence of delay
spreading. Uniform scattering is the worst case and serves to
bound the performance.

B. The reverberation component

The reverberation SF is assumed to extend in delay be-
yond the pulse length and scatterer duration and has a uni-
form distributionRr over the Doppler spreadBr and dura-
tion T. It represents backscatter strength per unit time-
frequency and hence has no dimension. Reverberation varies
with range but it is assumed that the variation is small over
time intervals commensurate with the scatterer and pulse
duration.6 Br is determined by inherent motion in the me-
dium such as surface, internal waves, and fish schools, and
platform-induced effects such sonar velocity, look angle, and
beamwidth. It is not the reverberation bandwidth observed at
the receiver input. That bandwidth is determined from the
convolution of the inherent scattering spectrum with that of
the waveform.6,10,13The assumption that the reverberation is
uniformly distributed overBr does not introduce significant
error as long as the marginal Doppler condition of low, but
not zero Doppler is avoided. The conditions considered in
this paper assume that the scatterer is either at zero Doppler
or at sufficiently high Doppler so that there is no ambiguity
main lobe interaction with the reverberation SF. The re-
ceived reverberation energy and power~5! are

Er5ExE
2T/2

T/2 E
2Br /2

Br /2 Rrdfdt5ExRrBrT

~13!
Pr5Er /T,
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andPi5Pr1Pn is the total input interference power.
SIRin expressions for the three scattering situations be-

ing considered are obtained from~8!, ~9!, ~12!, and ~13!,
where

SIRin5
PxRsp

Pi
~point scattering!

5
PxRslt t

Pi
~ line scattering!, t t<T

5
PxRslT

Pi
~ line scattering!, t t.T

Pi5ExRrBr1N0f s . ~14!

III. MATCHED FILTER RECEIVER OUTPUTS AND
PROCESSING GAINS

Closed form estimates of MF output are computed from
the convolutions~3!, ~4! and unit height approximations to
CW, LFM, and FSK waveform ambiguity functions, ex-
amples of which are shown in Figs. 1–3. The volume and
origin magnitude of a narrow-band AF are unity, and since

the volume of CW and LFM waveform AF’s is concentrated
in the main lobe, the unit height approximations shown in
Fig. 4 are used. This approximation facilitates the derivation
of the closed form expressions sought and is analogous to the
approximation of a bandpass filter characteristic by a con-
stant amplitude ‘‘boxcar’’ characteristic with a width equiva-
lent to its 3-dB width. The approximation is about 1.8 dB
high for the worst case situation of the line scatterer con-
volved with a CW AF over its full durationT.

The FSK waveforms consist ofM contiguous CW pulses
spaced in frequency over the bandW~Hz! such that the am-
biguity sidelobes are distinct and of uniform amplitude. This
requires thatM2,TW for uniformly separated pulses. These
codes include QC14 and Costas codes15 and are called
‘‘single hit’’ codes since each sidelobe represents the overlap
of one subpulse pair. This property guarantees that the side-
lobes will be of uniform amplitude. They have 1/M of their
ambiguity volume in the main lobe and the remainder is
apportioned equally among theM (M21) sidelobes. The
main lobe support region is that of a CW with durationT/M
and consequently the main lobe has a grating or ‘‘hairbrush’’
structure as shown in Fig. 3 and is modeled as in Fig. 4. The
illustrated FSK waveform AF of Fig. 3 is a Costas code with
M54 subpulses,TW540, and has distinct uniform ampli-
tude sidelobes.

The receiver response and output are evaluated for zero
Doppler conditions and it is assumed that the filter delay and
Doppler match those of the echo. Then, point scattering oc-
curs at the origin and the line scatterer lies along thet axis as
shown in Fig. 5. It is then a simple matter to obtain the
expected maximum output responses by calculating the over-
lap area or intersection of the SF and AF by using this simple
geometry and the constant amplitude AF and SF models. The
expected MF responses are

Ef s5ExRsp ~point scatterer!

5ExRslt i ~ line scatter!

5ExRrAr ~reverberation!. ~15!

Ar is the overlap area between the reverberation SF and the

FIG. 1. CW ambiguity function,T5200 msec.

FIG. 2. LFM ambiguity function,T5200 msec,W5100 Hz.

FIG. 3. FSK ~Costas code! ambiguity function,M54, T5200 msec,W
5200 Hz.
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AF andt i is the intersection of the line scatterer SF and the
AF main lobe as in Fig. 5. For example, consider the re-
sponse for a CW waveform of durationT reflected from a
line scatterer of lengtht t<T. The intersection ist i5t t and
Ef s5ExRslt t . If t t.T, t i5T andEf s5EsRslT. The FSK
responses are somewhat more complex as the main lobe area
Ar and supportt i are reduced by the factor 1/M and

t i5H t t /M , when t t<Tp

Tp /M , when t t.Tp ,

whereTp5T/M . The FSK line scatter responses are

Ef s5H ExRslt t /M , if t t,Tp

ExRslT/M2, if t t.Tp .

The scatterer response expressions for all scatterers and
waveforms under consideration are summarized in Table I.
The reverberation responses are likewise summarized in
Table II. The processing gains are summarized in Table
III–V and are computed from~6!,~7!,~8! using the input ex-
pressions~14! and the output expressions~15!. They are pa-
rameterized by the reverberation to noise input power ratio

r n5
Pr

Pn
,

where noise and reverberation limited conditions correspond
to r n50,̀ , respectively.

IV. HIGH DOPPLER SCATTERING

The relationships given in the tables are based upon the
assumption that the scatterer is at zero Doppler with respect
to the reverberation, or in other words, the ambiguity main
lobe is centered in the reverberation SF. Reverberation is the
dominant zero Doppler interference at short range but as
range increases and reverberation dies out to the ambient
level, r n→0 and the signal becomes noise limited even
though it is still at zero Doppler. On the other hand, when the
scatterer has a down range velocity component and has Dop-
pler sufficient to move the ambiguity main lobe from the
reverberation,Gp must be modified to reflect the fact that
while the input SIR is unchanged, the output is noise limited
and

SIRout5
Ef s

N0
.

The CW and FSK processing gain relationships are affected
but not those of the LFM unless Doppler exceeds the LFM
bandwidth, an unlikely situation in most cases. The high
Doppler processing gain relationship for the CW waveform
is

Gp~CW!5 f sT~11r n!

~High Dopp. point and line scatt.!. ~16!

An FSK waveform has ambiguity sidelobe structure that
can affect the processing gain calculations when Doppler is
not zero. The reverberation SF has widthBr around the zero
Doppler frequency, and if the scatterer Doppler is sufficient
to remove the FSK main lobe from the reverberation region
yet insufficient to move one of the sidelobes into it, the re-

FIG. 4. Unit height ambiguity function approximations.

FIG. 5. Zero Doppler ambiguity and scattering function convolution re-
gions.

TABLE I. Matched filter scatterer response expressions.

Scatterer
CW

response Scatterer
LFM

response Scatterer
FSK

response

Point ExRsp Point ExRsp Point ExRsp

Line ExRslt t Line ExRslt t Line ExRslt t /M
t t<T t t<1/W t t<Tp

Line ExRslT Line ExRsl /W Line ExRslTp /M
t t.T t t.1/W t t.Tp
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verberation contributes minimally and the FSK matched fil-
ter is noise limited with interference outputN0 . If a sidelobe
is moved into the reverberation band, its contribution de-
noted byErsl is equivalent to that of a CW waveform of
durationTp but attenuated by the sidelobe volume which is
1/M2 for single hit codes. For example, letBr<1/Tp so that

the reverberation sidelobe response from the first column of
Table V isErsl5ExRrBrTp /M2. The total MF interference
is thenErsl1N0 .

Assuming no sidelobe reverberation contribution, the
high Doppler FSK processing gain depends upon scatterer
extent in relation to the AF main lobe support and is

Gp~FSK!55
f sT(11r n), ~High Dopp. point scattering!

f sT(11r n)/M , ~High Dopp. line scatteringt t<Tp)

f sT
2(11r n)/~M2t t!, ~High Dopp. line scatteringTp,t t<T!

f sT~11r n!/M2, ~High Dopp. line scatteringT,t t!.

~17!

The reverberation SF bandwidthBr is not a factor in these
relationships.

V. EXPERIMENTAL RESULTS

A. Synthetic point and line scattering

The accuracy of the processing gain estimation formulas
was investigated by comparing the estimates to processing
gains obtained by matched filtering synthesized LFM and
in-water high frequency FSK echo data. The real FSK rever-
beration data were obtained in a shallow-water~300 ft!,
sandy bottom, open ocean environment with a downward
refracting sound velocity profile. The directional projector
and receiver were co-located on a moving platform at mid-
depth and each interrogation provided about 3 sec of rever-
beration. Ray path analysis revealed no significant surface
but considerable bottom interaction so that the reverberation
was dominated by bottom backscatter. Most of the data were
of reverberation but a few echoes were obtained from a zero
Doppler scatterer that could be compared to the estimate
bounds. In all cases the reverberation dominated andr n

→`. The synthesized LFM reverberation was generated
with environmental conditions duplicating those of the in-
water FSK database.

The deviation from the predicted average processing
gains given in the tables was assessed by generating histo-

grams ofGp from synthesized zero Doppler random point
and line scatterers embedded in the in-water FSK and syn-
thesized LFM reverberation. The input SIR of each realiza-
tion was set at a level sufficient to provide a measurable MF
scatterer output response for the processing gain calculation.
SIRout was calculated by computing the ratio of the MF peak
output to the average background level and subtracting unity.
Dividing this by SIRin yielded the processing gain realiza-
tion.

The FSK waveform consisted ofM56 subpulses with
duration such that the measured in-water reverberation Dop-
pler width wasBr.1/Tp . The synthesized line scatterer had
delay extentTp,t t<T and theGp estimates

Gp~FSK!5H BrMT~18.8 dB!, ~point scatterer!

BrT
2/Mt t~10.8 dB!, ~line scatterer!

were calculated from the point and line scattering relation-
ships given in Table V withr n→`. Histograms resulting
from 1000 interrogations of the FSK point and line scatterer
in real reverberation are shown in Figs. 6 and 7 along with
the predicted values.

The LFM estimates were made with the same point and
line scatterers with 1/W,t t<T. The estimates

Gp~LEM!5H TW~28.1 dB!, ~point scattering!

T/t t~8.8 dB!, ~line scatterer!

TABLE II. Matched filter reverberation response expressions.

Rev.
bandwidth

CW
response

Rev.
bandwidth

LFM
response

Rev.
bandwidth

FSK
response

Br<1/T ExRrBrT Br,W ExRrBr /W Br<1/Tp ExRrBrTp /M
Br.1/T ExRr Br.W ExRr Br.1/Tp ExRr /M

TABLE III. CW zero Doppler processing gain for all scatterers.

Rev. bandwidth Gp

Br<1/T
f sT(11r n)
11 f sTrn

Br.1/T
f sT(11r n)

11( f sr n /Br)

TABLE IV. LFM zero Doppler processing gains forBr<W.

Point scatt.
Line scatt.

0,t t<1/W
line scatt.

1/W,t t<T
Line scatt.

T,t t

f sT(11r n)
11( f sr n /W)

f sT(11r n)
11( f sr n /W)

f sT(11r n)
t t(W1 f sr n)

11r n

r n1(W/ f s)

1983 1983J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 D. W. Ricker and A. J. Cutezo: Estimation of coherent detection



were obtained from Table V withr n→`. LFM processing
gain histograms were generated using synthesized LFM re-
verberation and are shown as Figs. 8 and 9 for point and line
scattering, respectively. As for the FSK data, the predicted
processing gain is very close to the average of the ensemble
but deviations of as much as 3–4 dB can be expected to
occur for individual realizations.

B. In-water scatterer echoes

Point and line scattering represent extreme situations
and in-water echoes from real delay spread scattering mecha-
nisms may be expected to exhibit behavior that falls some-
where between them. This was illustrated experimentally by
computing processing gains for seven of the in-water FSK
scatterer echoes that were strong enough to permit the calcu-
lation of the input SIR’s directly from the received time se-
ries envelope. Typical MF input and output realizations are
shown in Fig. 10. The measured processing gains wereGp

5(10.4,12.4,12.7,13.4,13.6,14,15.2) dB and the linear aver-
age converted to dB is 13.3. The average and all but one of
the measured values fell within the estimated point-line scat-
ter bounds of 10.8–18.8 dB established for the in-water en-
vironmental conditions.

VI. DISCUSSION

The area convolution approach to MF performance esti-
mation is not meant to take the place of direct simulations of
entire interrogation cycles using sophisticated propagation

and scatter models. It is rather a means for the estimation of
medium- and high-frequency sonar performance bounds for
nominal environmental conditions that may exist locally at
particular ranges. There are many more waveforms and de-
tection methods used in sonar signal processing than were
discussed. However, CW, LFM, and FSK or Hop code wave-
forms and matched filter processing are widely used in mid-
to high-frequency sonars and often serve as benchmarks
against which other processors are compared.

Processing gain is a particularly useful quantity because
it connects simple sonar equation estimates of SIRin to a
probabilistic measure of performance. The receiver operating
characteristics~ROC’s! relating detection and false alarm
probabilities for matched filters in Gaussian interference are
computed from

log`d5~11SIRout!log` f ,

assuming the scatterer is the slowly fluctuating Gaussian
model of Van Trees.6 Consequently, it is possible to assess
MF detection performance at the fundamental ROC level by
starting with the sonar equation, using estimates of the pro-
cessing gain to obtain SIRout, and computing the ROC’s.

Matched filter performance estimates can be extended to
the assessment of detection processes that incoherently com-
bine the outputs of several coherent matched filters. These
are the so-called diversity combiners that are often used
when communicating or interrogating over fading
channels.9,16 FSK waveforms are often used but each CW
component is individually filtered rather than the waveform

FIG. 6. 1000 sample histogram of measured point scatterGp for the FSK
waveform in real reverberation. Predicted value518.8 dB.

FIG. 7. 1000 sample histogram of measured line scatterGp for the FSK
waveform in real reverberation. Predicted value510.8 dB.

TABLE V. FSK zero Doppler processing gains for codes with (M 2,TW).

Rev. bandwidth Point scatt.
Line scatt.

t t<Tp

Line scatt.
Tp,t t<T

Line scatt.
T,t t

Br<1/Tp

f sT(11r n)
11( f sTrn /M2)

f sT(11r n)
M1( f sTrn /M )

f sT
2(11r n)

t t(M21 f sTrn)
f sT(11r n)
M21 f sTrn

Br.1/Tp

f sT(11r n)
11( f sr n /MBr)

f sT(11r n)
M1( f sr n /Br)

f sT
2(11r n)/t t

M21(M f sr n /Br)
f sT(11r n)

M21(M f sr n /Br)
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as a whole. The ROC performance of the combiner depends
upon the average SIR of each subpulse filter that in turn is
estimated by the techniques discussed in this paper.

Reverberation is a nonstationary process with varying
amplitude and spectrum and the simple estimate model is
only applicable over short-range increments where the con-
ditions can be assumed to be constant and not changing
within the duration of the interrogating signal. The technique
can be extended to include Doppler as well as delay spread-
ing for simple ambiguity functions when only the delay-
Doppler region near the origin loosely defined as the main
lobe region is involved. Ambiguity functions of finite dura-
tion waveforms have unbounded Doppler support and delay
support over an interval of 2T. While most of the volume of
CW or LFM waveforms is contained in the main lobe, more
complex waveforms often have a significant amount of am-
biguity volume distributed in the sidelobe regions. This con-

tributes to receiver response if the scattering function extends
to, or the echo is Doppler shifted into the sidelobe region.

For example, Costas codes for whichTW@M2 have
2M (M21) distinct sidelobes each of volume 1/M2 and
Doppler spacing ofW(M21). The area calculations used to
construct the tables were done assuming thatBr!W(M
21), but if the echo or reverberation Doppler spread ap-
proaches the sidelobe spacing, the volume contributed by
one or more sidelobes will contribute to the scattering/
ambiguity convolution.

The formulas given in the tables are meant only to
bound the processing gain under quasistationary conditions
that may exist locally for a particular reverberation to noise
ratio, reverberation Doppler spread, and scatterer strength.
Estimates of processor performance under very specific con-
ditions of a particular scatterer as a function of range when
the reverberation varies significantly must be done with more
sophisticated time series models that simulate a whole ping
cycle. No attempt has been made to separate spreading ef-
fects such as inherent scatterer extent from that generated by
propagation~multipath!. The time series as observed at the
receiver reflects both effects and cannot separate them. The
processing gain bounds of point versus line scattering serve
to bound matched filter performance under these best and
worst possible echo spreading conditions.
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Measurements of nanometer scale interface diffusion
between tungsten and niobium thin films using high
frequency laser based ultrasound
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This article presents the use of a quantitative analysis technique to describe time-resolved acoustic
spectroscopy~high frequency laser based ultrasound! measurements of atomic diffusion on
nanometer length scales occurring at the interface between sputter-deposited tungsten and niobium
films. The extent of diffusion at the tungsten-niobium interface is determined by comparing
experimental, simulated, and theoretical transfer functions between acoustic arrivals. The
experimental and simulated transfer functions use the spectral content of successive reflected
acoustic waves and the theoretical transfer function is based on the transfer matrix of an equivalent
stratified interface region. This combination of theoretical, simulated, and experimental analyses
makes it possible to separate signals with distinct differences between the as-deposited interface and
those interfaces diffused to an experimentally determined 0.8-nm and 1.4-nm extent. Comparison of
predicted and measured diffusion depths for this diffusion couple indicates that bulk diffusivities are
not appropriate for describing nanometer scale interface diffusion. ©2000 Acoustical Society of
America.@S0001-4966~00!01904-4#

PACS numbers: 43.35.Ns, 68.35.Gy, 68.35.Ct, 68.35.Fx@HEB#

INTRODUCTION

The miniaturization of thin film structures for use in
mechanical, chemical, and electrical applications increases
the effect of interface regions in device function and
performance.1 Most often, destructive techniques are em-
ployed to determine mechanical interface structure2,3 or to
correlate electronic performance with structure.4 However,
the difficulty in preparing samples for transmission electron
microscopy and the inability of such destructive techniques
to examine samples both before and after testing makes cor-
relation of the properties difficult. In contrast to destructive
techniques, methods based on ultra-high frequency ther-
moelastic laser ultrasonics provide a means to determine
noninvasively the interface composition on a nanometer
scale.5,6 While there are a number of less complicated tech-
niques that are capable of measuring film properties,7–9 only
those techniques that generate GHz longitudinal waves
which propagate through the film like bulk waves allow ma-
terial properties to be determined independently from each
other.

The examination of films thinner than 1mm with longi-
tudinal acoustic waves requires systems with bandwidth in
excess of 1 GHz. This requirement results from the necessity
of the acoustic wavelengths to be the same approximate size
or smaller than the subject of interest. To achieve this band-
width a sub-picosecond laser pulse is used for generation and
detection. For films of this thickness the acoustic time-of-
flight are sufficiently short that the cooling of the near sur-
face region which follows heating caused by the generation
laser pulse and the acoustic arrivals are superimposed. The

observation of thermal and acoustic behavior allows one to
examine simultaneously the thermal and acoustic behavior of
the thin film structure. In this paper, the thermal contribution
of the observed signal is removed in order to focus on the
acoustic information of the measured signal.

Pump–probe spectroscopy is a correlation technique that
has been used to measure picosecond duration thermal and
acoustic transients. When applied to thermal and acoustic
transients, pump–probe spectroscopy is often referred to as
time-resolved thermal10 and acoustic11 spectroscopies. The
term time-resolved spectroscopy is used to indicate that a
pulsed laser is used for both the generation~pump! and de-
tection~probe! of the transients of interest. The pulsed probe
acts like a strobe, to which a variable time delay is imparted
with respect to the pump pulse. This arrangement is a form
of gated detection with a variable window position. A single
experiment shifts the window through all delays of interest
during a repetitive transient in order to observe the complete
picosecond duration event.12

Typically, these ultrashort duration transients are de-
tected by monitoring perturbations of the optical reflectivity
of the sample. The application of reflectivity-sensitive
pump–probe spectroscopy for the inspection of thin films
began in the mid 1980’s and has been applied to numerous
materials.5,6,10–15 The experiments presented here use a
modified self-stabilized Michelson interferometer to detect
ultrafast thermal and acoustic transients.16,17

Even though thermoelastic generation of ultrasound in
the picosecond time domain has received considerable atten-
tion it is common for theoretical descriptions to focus on
only the thermal or the acoustic contribution to the observed
signal.5,10–15,18–20Here, computer simulations of the com-
plete observed signal are accomplished through the use of a
partially coupled thermoelastic description for the case of a

a!Current affiliation: Department of Materials Science and Engineering, Case
Western Reserve University, Cleveland, OH 44106-7220.
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film in perfect contact with a semi-infinite substrate.21,22The
results of these computer simulations are used to elicit infor-
mation regarding the thin film.

The analysis of the acoustic signature to determine in-
terface extent is accomplished by comparing the frequency
components of consecutive free surface arrivals through the
use of a transfer function. The shape of the transfer function
between the first (L2) and second (L4) longitudinal acoustic
arrivals is used to predict quantitatively the interface profile.
The broadband frequency content of the ultrafast laser gen-
erated ultrasound provides a large frequency range in which
direct comparison of the experimental, simulated, and theo-
retical transfer function is possible. Analyzing both the simu-
lated and experimental results in the frequency domain is
done to identify artifacts that are introduced through the
analysis technique.

I. THEORY

A. Ideal thermoelastic material behavior

The thermal and acoustic response of the thin film to an
ultrafast optical pulse is described with the one-dimensional
time-dependent classical partially coupled thermoelastic dif-
ferential equations for homogeneous nondispersive
materials:23

k
]2T

]x2
1W5rCv

]T

]t
, c

]2u

]x2
2B

]T

]x
5r

]2u

]t2
, ~1!

wherer is the density,T is the temperature field,k is the
thermal conductivity tensor,Cv is the specific heat,c is the
effective stiffness tensor,B is the thermal-stress tensor, andu
is the displacement vector. The multidimensional heating
function,W, is selected to describe the temporal shape of the
laser pulse and the spatial extent of the heated region, which
according to classical thermoelasticity is defined by the ab-
sorption volume. The spatially one-dimensional description
is applicable in this situation because the laser spot size is
large~;10 mm! compared to the film thickness~;300 nm!.
The material properties as determined from anisotropy or
polycrystallinity are used as constants in this homogeneous
one-dimensional description. It is important to note that these
governing equations are based on the continuum model for
linear elasticity, which assumes small displacements and a
linear acoustic dispersion relationship. This continuum
model neglects the microscopic atomic structure of solids
that become important on small length scales, but is still
usable for frequencies approaching several THz. Complete
numerical solutions of the thermal and displacement differ-
ential equations have been obtained through transform tech-
niques for a system initially at rest and a film in perfect
contact with a semi-infinite substrate~continuity of displace-
ments, temperature, heat flow, and tractions!.17

The experiments reported here use interferometric detec-
tion to measure ultrafast thermal and acoustic transients. In
addition to displacements between the reference and signal
mirrors, interferometers are sensitive to changes in the index
of refraction of either mirror. Changes in the index of refrac-
tion of the signal mirror manifest themselves as changes in
the magnitude and phase of the reflected light, both of which

alter the measured interferometric signal. By itself,
reflectivity-sensitive measurements of temperature~ther-
moreflectivity! and strain~piezoreflectivity! variations have
been used extensively in the measurement of ultrashort
acoustic and thermal transients. The effects of changes in
index of refraction cannot be removed from the observed
interferometric signal. The interferometric representation
that considers changes in path length from near-surface dis-
placements,d, changes in optical reflectivity,DR/R, and
changes in the phase of the reflected light,Du, for a stabili-
zation point ofF0;p/2 is17

I d5~ I 11I 2!24AI 1I 2K0d22AI 1I 2Du1
DR

R
I 1 , ~2!

whereI d is the measured intensity,I 1 is the intensity in the
signal beam,I 2 is the intensity in the reference beam, andK0

is the optical wave number. The first term in Eq.~2! is con-
stant and thus can be neglected. The second term denotes
changes resulting from near-surface displacements. The last
two terms represent changes in the optical signal from per-
turbations in the complex index of refraction, manifesting in
changes of phase of the reflected light~third term! and
changes in the optical reflectivity~fourth term!.

B. Frequency-dependent acoustic reflectivity

In many cases computer simulations based on the model
described above are sufficient. The results from this theory
can be used to analyze quantitatively the experimental results
regarding the thickness, elastic, and thermal properties of the
film. The most easily questionable assumption in the deriva-
tion of these theoretical results is the conjecture that the film
and substrate are in perfect contact. In such a case, the inter-
face region has no effect on the acoustic and thermal behav-
ior of the film/substrate system, i.e., the system behavior is
described using the dissimilarity of the two materials, ac-
cordingly the acoustic reflectivity is often written as24

R5
z12z2

z11z2
, ~3!

where zi5r ici ( i 51,2), r i is the density, andci is the
acoustic velocity.

A thorough analysis method that describes the experi-
mental acoustic observations must consider the medium
through which the pulse propagates and the interfaces from
which it reflects. In a one-dimensional homogeneous film on
a homogeneous substrate variations in acoustic impedance
near the interface are of particular interest. Such variation
could be caused by intermixing of the two materials~changes
in the acoustic velocity!, a variation in density of either ma-
terials, or a combination of both.

Interfaces that are rough or composed of intermixing
atomic species give the interface region a finite physical ex-
tent. In the one-dimensional models used here, the physical
extent and the variation in acoustic impedance perpendicular
to the interface are the parameters of importance. Therefore,
the one-dimensional analysis cannot distinguish between the
two since the statistical average of acoustic impedance, and
therefore composition is measured in only the surface normal
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direction. To distinguish between roughness and atomic in-
termixing a two-dimensional imaging technique must be
used.

The analysis of film/substrate systems with interfaces of
finite width is completed using the method of resultant
waves, also known as the transfer matrix method.25 The
method of resulting waves is a numerical technique that
separates the interface region into a multilayer stack of ho-
mogeneous layers. In such a stratified region the incident
wave is partially reflected off the interface between the film
material and the topmost interfacial layer. The transmitted
energy propagates through the next layer and is again par-
tially reflected from the next interface. The transmitted en-
ergy propagates to the next interface while the reflected en-
ergy propagates back to the first interface. Energy is reflected
at each interface and therefore energy is incident at the
multilayer interfaces from the forward and backward direc-
tions. It is the combined effect of all of these reflections and
the phase changes caused by propagation through the layers
that gives the stratified system its reflectivity. In general, the
reflectivity has a complex frequency dependence, represent-
ing the amplitude and phase of the reflected harmonic waves.
The analysis relies on the linear acoustic dispersion relation-
ship and acoustic boundary conditions at the interfaces of the
stratified interface region.

It is convenient to represent the incident acoustic pulse
in terms of its equivalent Fourier representation. This repre-
sentation allows the Fourier domain components,F~v!, to be
considered independently. The harmonic component in the
mth layer traveling in the positive~1! or negative ~2!
x-direction is described as

Fm
65Am

6 exp@ i ~6kmx2vt1wm!#, ~4!

whereAm is the amplitude,v the angular frequency,km the
wave number, andwm is a phase factor. To determine the
acoustic reflectivity of the stratified interface region appro-
priate acoustic boundary conditions must be maintained be-
tween each of the homogeneous layers for waves that are
propagating in both the forward and backward directions.
Consider themth and (m11)th layers, where continuity of
the normal displacements and continuity of the normal
stresses are written as

@Fm
11Fm

2#x5dm
5@Fm11

1 1Fm11
2 #x5dm

, ~5!

zm@Fm
11Fm

2#x5dm
5zm11@Fm11

1 1Fm11
2 #x5dm

. ~6!

These two results can be combined and written in matrix
form yielding a transfer matrix between the positive and
negative traveling waves. A recursive expression is readily
obtained for the complex acoustic reflectivity of them21
layer25

Rm21eiDm215
r m211RmeiDme22idm21

11r m21RmeiDme22idm21
, ~7!

whereRm is the magnitude andD is the phase change of the
reflected signal, whiled is the phase delay caused by travers-
ing themth film, andr m is the reflectivity between ther m and
r m21 layers. This operation is applied successively to lower
layer indices until the first layer has been incorporated. At

this pointR0 andD0 represent one Fourier component of the
entire stratified region, which in turn models the continu-
ously varying region. The experimentally pertinent fre-
quency dependent reflectivity of the interface is obtained
through calculating the magnitude of the complex reflectivity
for each frequency component:

R~v1 ,v2 ,v3 ,...vn!

5@R0~v1!,R0~v2!,R0~v3!,...R0~vn!#. ~8!

This computationally demanding technique is beneficial
because it allows arbitrary variations to be modeled, such
that theoretical predictions of the reflectivity of extended in-
terfaces can be modeled in addition to any combination of
thin interfacial alternative phase layers. For example,
through this analysis the acoustic reflectivity of a Grube type
diffusion interface can be determined. This type of interface
occurs when two distinct materials are brought into contact
such that interdiffusion of atoms occurs without forming an
alternate phase. Such an interface is mathematically de-
scribed as26

C5C11
C22C1

2 F11erfS x

A4Dt
D G , ~9!

where D is the atomic diffusivity,t is time during which
interdiffusion occurs,x is distance from the original inter-
face, andCi are the initial material concentrations on each
side of the original interface. Using this form for the inter-
face, the frequency-dependant acoustic reflectivity has been
calculated.

Figure 1 shows the results of the calculated magnitude
of the acoustic reflectivity for a tungsten film on a niobium
substrate for an abrupt interface~straight line! interfaces of
various extents~solid curved lines! and the acoustic spec-
trum calculated from experimental measurements of an as-
deposited tungsten-niobium sample~dashed line!. The inter-

FIG. 1. Theoretical acoustic reflectivity for tungsten-niobium diffusion in-
terfaces that have undergone various amounts of diffusion~Abrupt, 0.8 nm,
1.2 nm, 1.6 nm, 2.4 nm, 3.0 nm, and 6.0 nm!, and the experimentally
determined spectrum of an acoustic pulse generated from a 100-fs laser
pulse in a 300-nm-thick as-deposited tungsten film on niobium. Interfaces of
larger extent have a smaller bandwidth transfer function. Those that have a
similar reflectivity bandwidth as the acoustic pulse offer the greatest region
of sensitivity.
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face extent is defined as the distance where 99% of the
composition changes. High frequencies~small wavelengths
when compared to the interface region! experience a slowly
varying change in acoustic impedance, while low frequen-
cies ~large wavelengths when compared to the interface re-
gion! still encounter an abrupt interface. This relative extent
is the basis of the frequency dependent acoustic reflectivity.
It is apparent in Fig. 1 that the ultrasonic spectrum of an
ultrafast laser generated acoustic pulse is similar to the re-
flectivity spectra of interfaces with a physical extent of ap-
proximately 1–2 nanometers. This physical extent parameter
is the most interesting to work with, since those interfaces of
much higher reflectivity bandwidth do not sufficiently alter
the acoustic pulse and those of much lower reflectivity band-
width reflect too little energy to be detected. Therefore, the
system should be most sensitive to interfaces with a physical
extent of approximately 1–2 nanometers.

II. EXPERIMENT

Tungsten and niobium were selected for this experimen-
tal work because they are completely miscible,27 nearly iso-
tropic and exhibit different elastic impedances. Complete
miscibility of the materials provides an interface free of ad-
ditional phases, isotropy eliminates orientation dependent ef-
fects, and different elastic impedances result in a strong
acoustic reflection,R541%. A series of thin film samples
were deposited onto tungsten disks that were metallurgically
polished with 0.3-mm diamond suspension. Two layers were
deposited in a single sputtering run under a 5-mT atmosphere
of argon. A 4-mm-thick niobium layer was dc magnetron
sputtered at approximately 1 nm/s and was capped with a
300-nm-thick layer of tungsten that was rf magnetron sput-
tered at a rate of 0.6 nm/s, producing an oxide free tungsten-
niobium interface between the two films. The niobium layer
is thick enough that it can be modeled as an infinite layer for
the time-resolved experiments.

To verify consistency in the fabrication process, four
identical samples were fabricated and tested with Rutherford
backscattering and time-resolved acoustic spectroscopy. As
described in Table I, three of these samples were then heat
treated to promote interfacial diffusion in a sealed retort fur-
nace under an argon-5% hydrogen environment. Normal in-
cidence optical reflectivity measurements at 633 nm were
conducted on the pre- and post-treated samples to verify that
no significant oxide growth occurred. In all cases, there was
no statistically distinguishable change in optical reflectivity.
Each of these samples was then re-examined using time-
resolved thermal and acoustic spectroscopy.

Time-resolved thermal and acoustic spectroscopy ex-
periments were conducted using a mode-locked Ti:sapphire

laser operating at 800 nm and producing 10-nJ, 100-fs dura-
tion pulses at a repetition rate of 82 MHz. The signals were
detected using the rotated-Michelson interferometer scheme
shown in Fig. 2 where the plane of amplitude division is
perpendicular to the propagation direction of the probe beam.
Refraction at the cube faces cause the two beams exiting the
beam splitter cube to be nearly parallel, thus creating two
beams that may be focused at different locations on the
sample surface. The two focal points on the sample surface
make up the reference and signal locations. The pump pulse
train is focused on top of the signal point while the reference
point is only a few millimeters distant. The reference and
signal beams are combined as they pass through the beam-
splitter a second time, thus allowing measurement of the
relative phase and amplitude. Because both the reference and
signal legs of the interferometer reflect off the sample, this
interferometer is self-stabilized to reasonably high frequen-
cies.

III. ANALYSIS

Figure 3~a! shows a typical measured interferometric
signal of the tungsten-niobium samples. The abrupt change
at time equals zero is attributed to heating caused by absorp-
tion of the pump pulse. The slow recovery is thermal relax-
ation and the small negative going spikes are acoustic arriv-
als. This experimental result is compared to a simulated
signal using the thermoelastic model for a film in perfect
contact with the substrate using the values shown in Table II.

At this point, the sample properties can be assessed. The
values in Table II match those found in the literature for bulk
values except for those that lead to a thermal diffusivity that
is lower than the bulk values by approximately an order of
magnitude. This result has been reported elsewhere and is
attributed to increased disorder produced by the limiting ge-
ometry of a thin film.28 Despite this analysis, the presump-
tion of a film in perfect contact with the substrate has not
been sufficiently addressed. To resolve this issue a more
stringent analysis of the acoustic information is required.

Analysis of the acoustic information is facilitated by iso-
lating it from the thermal contribution. The quick rise and
subsequent decaying thermal relaxation is removed by dis-
carding the first 20 picoseconds of data and curve fitting a
sixth order polynomial to the remaining thermal relaxation.
This polynomial is then subtracted from the thermal/acoustic
signal. The result of these operations is shown in Fig. 3~b!
where it is evident that the acoustic information dominates

TABLE I. Heat treatment schedule for the tungsten-niobium-tungsten
samples.

Schedule Heating ramp Hold temperature Hold time Cool ramp

I ;7 °C/min 875 °C ;15 min Free cool
II 4 °C/min 900 °C 1 min 4 °C/min
III 4 °C/min 900 °C 1 h 4 °C/min

FIG. 2. Schematic of the interferometric pump–probe spectroscopic experi-
mental setup. The signal leg of the interferometer and the pump beam are
co-located on the sample surface.
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the remaining signal. To maintain consistency and to deter-
mine the effects of the analysis routines, both the simulated
results and the experimental results from Fig. 3~a! are ana-
lyzed using identical procedures. Despite these efforts to iso-
late completely the acoustic portion of the data, the polyno-
mial fit and subtraction operation leaves a slight ripple to the
baseline signal.

The next step in the analysis is to isolate each acoustic
pulse. The acoustic arrivals are separated by individually
windowing each arrival with a Hamming window that is ap-

proximately three to five times wider than the arrivals, and is
centered on the arrival peaks. Figure 3~c! shows the acoustic
data of the windowed arrivals. The shoulders of each arrival
are a result of the slight ripple that is left over from the
subtraction of the thermal relaxation.

Figure 4 shows the frequency contents of the windowed
arrivals that are determined with a fast Fourier transform
algorithm. It is evident from these Fourier representations of
the individual arrivals that there is a low frequency suppres-
sion resulting from the shoulders. Comparisons of the rela-
tive shoulder heights between the four arrivals pictured in
Fig. 3~c! shows a correlation between shoulder height and
low frequency suppression. Because this decrease is ob-
served in both the simulated and the experimental signals, it
is evident that it is an artifact of removing the thermal con-
tribution and not necessarily physically pertinent, it is from
here forward referred to as the thermal artifact. It is also
clearly evident that this artifact will remain in all subsequent
analyses and must be considered while drawing quantitative
conclusions.

Two analysis methods are used on the reduced experi-
mental data. The first method compares the energy centroid
calculated from the first moment of the transformed signals
of the individual arrivals

M5
* f A~ f !d f

*A~ f !d f
, ~10!

wheref is frequency,A( f ) is the fourier transform, andM is
the frequency centroid. Comparison of the energy centroids
is shown in Fig. 5. This method of analysis allows a quick
determination of the heat-treated samples to determine the
changes that are occurring; that is, the energy centroid is a
relative measure of the interface extent. The thermal artifact
and the high frequency noise in the experimental signals af-
fect the average values of the centroids when comparing the
arrivals against each other. However, comparing the changes
of each arrival only against itself shows a clear decrease that
is more significant for both experimental arrivals than the
simulated arrivals. The centroid analysis of the simulated
arrivals provides a baseline for determining the influence of

FIG. 3. Raw signal as measured~a!, acoustic arrivals obtained by subtract-
ing the thermal relaxation~b!, and isolated acoustic arrivals obtained by
windowing ~c!. Each figure shows the measured interferometric~solid! and
simulated~dashed! curves. The thermal artifact results from the shoulders in
the windowed arrivals resulting from the subtraction of the thermal relax-
ation.

TABLE II. Physical parameters used in the classical thermoelastic model to
simulate experimental results.

Parameter Film Substrate

Material Tungsten Niobium
Thickness~nm! 272.3a `
Density ~kg/m3! 19 300 8570
Specific heat~J/kg K! 210a 268
Thermal conductivity~W/mK! 20a 538
Young modulus~GPa! 411 105
Poisson ratio 0.28 0.397
Coefficient of thermal expansion (1/K)3106 4.5 7.2
Real part of index of refraction 3.54 ¯

Absorption coefficient 2.76 ¯

Thermoreflectivity sensitivity 5e-5 ¯

aExperimentally determined value.

FIG. 4. Frequency content of the windowed arrivals as determined through
fast Fourier transforms. The decreased low frequency components of the
spectra are the results of the thermal artifact.
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the thermal artifact. The observations of larger percent
changes in the experimental signals show that the heat treat-
ments are changing the spectral content of the reflected ar-
rivals more than the artifact can explain.

The second method allows the interface extent to be
completely characterized by using the magnitude of the
transfer function between successive acoustic arrivals, i.e.,
the ratio of each frequency component of theL2 and L4
Fourier magnitudes. This transfer function describes the ef-
fects of propagation on the acoustic pulse. Frequency-
dependent attenuation or reflectivity will reduce the area un-
der the transfer function in addition to changing its shape,
while material dispersion will only rearrange the acoustic
energy, thus changing the shape of the transfer function but
not the area under the curve.5 The experimentally determined
transfer function can be compared directly to the theoretical
frequency-dependent reflectivity of an extended interface
calculated from Eq.~8! in order to select the shape and extent
of the interface. Figure 6 shows these comparisons. Figure
6~a! compares the theoretical reflectivity of an abrupt inter-
face ~horizontal line!, with the transfer functions calculated
from the experimental signal~with error bars! and simulated
signal ~dashed-dot!. The shallow long period ripple in the
transfer functions from both the experimental and simulated
signals is a result of the thermal artifact. The error bars as-
sociated with the experimentally determined transfer func-
tion are obtained from estimating a uniform noise floor and
calculating the error associated with each frequency compo-
nent of the transfer function. The error bars are displayed
periodically for readability of the figures.

Figure 6~b! and ~c! clearly show a decrease in the high
frequency components that cannot be accounted for by the
noise floor, nor the long period ripple of the thermal artifact.
This lowering of the reflectivity of the high frequency com-
ponent follows the theory described in Sec. II B. As the in-
terface region increases through atomic diffusion, the reflec-
tion of the acoustic pulse becomes increasingly frequency
dependent. Figure 6~b! illustrates reasonable agreement be-
tween the experimental transfer function from the schedule I
sample and the frequency-dependent reflectivity of an inter-

face with an extent of 0.8 nm. However, confidence is re-
duced because of the presence of the thermal artifact. On the
other hand, Fig. 6~c! illustrates excellent agreement between
the experimental transfer function of the schedule II sample
and the calculated reflectivity of an interface of 1.4-nm ex-
tent. While a better agreement in Fig. 6~b! would be desir-
able, the agreement in Fig. 6~c! is so convincing that it is
clear that this amount of atomic intermixing has occurred.

It is not surprising that the best agreement is reached
with an interface extent between 1 and 2 nm since this was
the region that has a large effect on the observed acoustic
signal. The comparisons shown in Fig. 6 compare the as-
deposited sample with only two of the three treated samples.
This is done because the acoustic signals are undetectable in
the sample that underwent heat treatments according to
schedule III. The lack of acoustic arrivals indicates that in-
terface restructuring is occurring at the niobium-tungsten in-
terface and not the free surface. If surface roughening oc-
curred at the free surface a single arrival would be observed.
This arrival would travel through the film, reflect off the
tungsten-niobium interface, and get scattered from the free
surface as it was observed. The absence of an acoustic arrival
indicates that no detectable acoustic energy is reflected to the
free surface from a subsurface structure. These undetectable
signals are the result of low acoustic reflectivity caused by an
interface region that is large compared to the acoustic fre-
quencies, which is consistent to theoretical predictions.5

The observation associated with the schedule II sample
allows analysis of the dynamics associated with atomic in-

FIG. 5. Frequency centroid for experimental and theoretical acoustic arriv-
als. The larger percentage decrease in the experimental signals~compared to
the simulated signals! illustrates a decrease in frequency centroid that indi-
cates an expanding interface region and not the effect of an artifact.

FIG. 6. Comparison of the experimental, simulated and theoretical transfer
functions indicating a distinct difference between the as-deposited~a!, heat
schedule I~b!, and heat schedule II~c! samples. Solid lines with error bars
indicate experimental curves, dashed lines represent theoretical curves for a
0.8-nm ~b! and 1.4-nm~c! interface, while dotted lines show the ideal fre-
quency independent reflectivity for an abrupt interface. The dash-dot line in
~a! shows an analyzed simulated signal to illustrate the effects of the thermal
artifact, which does not account for the decrease in higher frequency asso-
ciated with~b! and ~c!.
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termixing at the tungsten-niobium interface. The diffusion
regions measured through this technique are much larger
than what would be calculated given bulk values for tungsten
diffusing into niobium, with an activation energy,Q50.5
31023 cm2/s, and diffusivity, D0591.7 kcalg/atom.29 Ac-
cording to these values it would take approximately 18 h to
increase the diffusion region to 1.4 nm at 900 °C, which is in
contrast to the measurements made on the heat schedule II
sample. This discrepancy is most likely caused by disorder at
the interface, thus requiring the need for effective physical
parameters that are different than those used for bulk diffu-
sion.

IV. CONCLUSION

The analyses described show that the nanometer scale
extent of an interface can be quantitatively determined
through frequency domain analysis of broadband high fre-
quency acoustic waveforms produced through thermoelastic
generation from an ultrafast laser pulse. The extent of diffu-
sion for the low heat treatments conducted here indicates that
this technique can be used to monitor the nanometer scale
dynamics of diffusing species at the interface between two
materials. For the case of sputter-deposited tungsten and nio-
bium, it was found that the bulk diffusivities underestimate
diffusion on the nanometer length scale.
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Rigid piston approximation for computing the transfer function
and angular response of a fiber-optic hydrophone
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The transfer function of a fiber-optic hydrophone~FOH! is computed for various fiber core radii.
The hydrophone is modeled as a rigid disk, with plane waves impinging at normal or oblique
incidence. The total sound field is written as the sum of the incident field and the field diffracted
from the hydrophone. The diffracted field is approximated by the field generated by a vibrating
planar piston in an infinite rigid baffle. For normal incidence and a pointlike fiber core, an analytical
solution is presented. For finite fiber core radii, and for oblique incidence, the transfer functions are
computed numerically. The calculated transfer functions exhibit an oscillatory frequency
dependency that is most pronounced for small fiber cores. The solution for a core radius of 2.5mm
can be very well approximated by the analytical solution for a pointlike core at frequencies of up to
30 MHz. The results for normal incidence can be directly employed to deconvolute ultrasonic
pressure signals measured with an FOH. From the transfer functions for oblique incidence, the
angular response of the hydrophone is calculated. The angular response obtained here differs
significantly from the model commonly used for piezoelectric hydrophones. The effective
hydrophone radius derived from the angular response shows a strong frequency dependency. For
low frequencies, it is found to be larger than the outer fiber radius, whereas it generally lies between
the outer radius and the fiber core radius for frequencies above 10 MHz. ©2000 Acoustical Society
of America.@S0001-4966~00!01504-6#

PACS numbers: 43.38.Zp, 43.35.Bf, 43.35.Yb@SLE#

INTRODUCTION

Regarding the current development of medical ultra-
sound devices and of its related international standards, the
measurement of ultrasound field parameters is certainly a
point of major interest. Besides the quantitative determina-
tion of physical parameters like ultrasonic power, spatial
peak-temporal average intensity, etc., parameters leading to a
qualitative description of the acoustic output of medical ul-
trasound devices also need to be measured. Here, for ex-
ample, the shape of the sound field of a transducer gives
valuable insight in the performance of an ultrasound ma-
chine, both in quality control and in the development of new
ultrasonic systems. The national and international
guidelines1,2 for declaration of sound field parameters of di-
agnostic ultrasound equipment require accurate acoustical
measurements. More recently, the possibility of undesired
bioeffects of diagnostic ultrasound have become a concern.
To investigate the relationship between sound field param-
eters and bioeffects, and to establish safe levels for these
parameters in the full range of diagnostic and therapeutic
ultrasound machines, accurate acoustical sensors are re-
quired.

The principal physical quantity measured in most ultra-
sonic measurements is the acoustic pressurep. Essential for
accurate measurements are sensors with high bandwidth,
spatial resolution, sensitivity, linearity, and low noise, ca-
pable of transforming ultrasonic pressure into electrical volt-
age.

By far the most commonly used sensors are piezoelec-

tric hydrophones, which exploit the piezoelectric effect to
directly convert ultrasonic pressure into voltage.3–5 These
hydrophones come in two types, membrane hydrophones and
needle ~probe! hydrophones. Membrane hydrophones are
generally made of a thin sheet of a polymer, usually PVDF
~polyvinylidine fluoride!, which is polarized at a small spot
in the center. The active area of needle hydrophones usually
consists of either PVDF, or a piezoelectric ceramic like PZT
~lead zirconate titanate!.

The spatial resolution of these hydrophones is deter-
mined by the size of the polarized area and ranges from
about 1.5 mm to 0.1 mm for commercially available hydro-
phones. The bandwidth of piezoelectric hydrophones is sys-
tematically limited by acoustical resonance in the PVDF foil
itself, and is therefore determined by the thickness of the
PVDF. Bandwidths up to 100 MHz and more are possible
but the usable bandwidth is usually limited to much lower
frequencies due to amplifier electronics. Even if this problem
is solved by taking special care in designing the electronic
circuit,6 the lack of accurate and easy to implement calibra-
tion methods above about 20 MHz still makes quantitative
piezoelectric hydrophone measurements difficult in the high
frequency range.

Current medical diagnostic ultrasound systems usually
employ center frequencies ranging from;2 MHz to 20
MHz. Already, some commercially available devices used,
for example, in ophthalmology or dermatology tend to ex-
ceed this frequency range. For high spatial resolution imag-
ing, higher frequencies are used, and the development of new
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transducers allows special applications with center frequen-
cies of 50 MHz to 100 MHz and beyond, exceeding the
range where commercial piezoelectric hydrophones can be
used. Thus a need for the development and testing of new
sensors is obvious.

In 1988, Eisenmenger and Staudenraus7 proposed a new
type of hydrophone based on the piezo-optic effect. The so-
called fiber-optic hydrophone~FOH! surpasses conventional
hydrophones in spatial resolution, acoustical bandwidth, and
mechanical stability but has a considerably lower signal-to-
noise ratio. So far, this limitation has prevented its routine
use for measuring diagnostic ultrasound fields. Yet, the FOH
has already proven to be a valuable tool in measuring high-
pressure shock waves.8 As recent studies show,9 it also has
the potential for further improvements in SNR, making it a
promising, and, in several aspects, superior alternative to pi-
ezoelectric hydrophones.

To fully exploit the capabilities of the FOH as an ultra-
sound sensor, its impulse response or, in frequency domain,
its transfer function must be known. Measurements using the
FOH have shown the detected, uncorrected signal to be dis-
torted, which can be explained by a strongly varying transfer
function. Deconvolution of the measured signal with its cal-
culated impulse response is expected to greatly reduce these
distortions.

In this work, a semi-analytical approach is presented to
compute the transfer function of the FOH. Under certain
simplifying assumptions, a completely analytical solution
was found. The more general case including angular depen-
dency of the transfer function involved substantial numerical
calculations.

I. FUNCTIONAL PRINCIPLE OF THE FIBER-OPTIC
HYDROPHONE

The fiber-optic hydrophone is based on either a 3 dBX-
or Y-single mode or multimode fiber coupler~Fig. 1!. Laser
light is coupled into one end~in! of the coupler. In an ideal
3-dB coupler, the optical power is equally distributed to the
two opposite arms of the coupler, so that half of the power
reaches thesensorend and is partially reflected back into the
fiber. The reflected power is again distributed to the two
opposite ends and ideally 50% of it reaches theoutput end
where it is detected by a fast photodiode. The signal is then
amplified and can be further processed and displayed. If an
X-fiber coupler is employed, thedeadend of the coupler is
not essential for the hydrophone, but may be used to monitor
the power coupled into the fiber or to apply a noise suppres-
sion technique.10

The pressure variations of an acoustic wave impinging
on the sensor fiber change the indexes of refraction of the
fluid and the fiber due to the piezo-optic effect.11,12To a very
good approximation, the change in refractive index is lin-
early dependent on the applied pressure in the pressure range
of interest~approximately 1022 MPa to 102 MPa!. Therefore,
one can define the piezo-optic constantJ5]n/]p. For wa-
ter, theoretical and experimental values for the piezo-optic
constant range fromJwater51.3231024/MPa to 1.66
31024/MPa. In this study, an average value of
Jwater51.531024/MPa is assumed.

The piezo-optic constant of the fiber material is typically
two orders of magnitude smaller thanJwater ~e.g.,
Jsilica5531026/MPa!. Since no optical interferometry but
merely a power detection is employed here, the change of
index of refraction of the fiber core due to the ultrasonic
wave can then be neglected at the fiber end as well as in the
fiber body.

Ideally, thesensorend of the coupler has a plane front
face perpendicular to the fiber axis so that the optical power
reflected back into the fiber can be well approximated by the
Fresnel formula for normal incidence.~For typical single
mode and multimode fibers, the angles of incidence of the
guided modes are small so that polarization effects can be
neglected and the error made by assuming normal incidence
is negligible.! The Fresnel formula holds as long as the index
of refraction of the water in the sensitive volume, given by
the fiber core area and approximately extending one optical
wavelength in front of the sensor fiber, is constant. One op-
tical wavelength is approximately the distance from a reflect-
ing surface up to which the adjacent medium can affect the
reflection by modifying the evanescent wave.

For normal incidence, this condition is well fulfilled for
acoustical frequencies up into the GHz range. In the ultra-
sonic MHz range, the sensitive volume can therefore be ap-
proximated by a sensitive area. Geometrically, this area is
given by the fiber core area at the sensor fiber front face, but
as discussed in Sec. III, the apparent sensitive area of the
FOH can vary due to diffraction effects.

The change of index of refraction in the sensitive area
leads to a change in the reflected optical power, which can be
detected, amplified, and displayed. For typical optical wave-
lengths in the near infrared, the relative signal amplitude is
approximatelyDI r /I r ,0522.5031023 Dp/MPa, whereDI r

is the change in reflected optical power,I r ,0 is the average
reflected optical power at normal pressure, andDp is the
mean pressure change in the sensitive area. Assuming a laser
output power of 30 mW, a coupling of 30% into the fiber,
and an ideal 3-dB fiber coupler, the sensitivity is 11.4 nW/
MPa. These values are based on equations found in the
abovementioned publications by Staudenraus and Eisen-
menger.

II. CALCULATION OF THE TRANSFER FUNCTION

A. Model

The insertion of a hydrophone into a sonic field causes
reflection and diffraction of the sound waves at the sensor.
Therefore, the pressure measured by the hydrophone differs

FIG. 1. Sketch of the functional principle of the fiber-optic hydrophone.
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from the free-field pressure, defined as the sound pressure at
the same position in the absence of the sensor. In the case of
the fiber-optic hydrophone, the finite size of the aperture and
the sharp circular edge of the sensor fiber can cause strong
diffraction effects. In order to approximate the measured
pressure signal three simplifying assumptions are made:~1!
The pressure in the sensitive area can be described by dif-
fraction at the circular fiber front face alone, independent of
diffraction effects at the cylindrical fiber body.~2! The dif-
fracted wave can be approximated using the model of a pla-
nar piston in an infinite rigid baffle.~3! The fiber front face
acts rigid to the incoming wave.

All three assumptions are commonly used in modeling
the angular response of membrane and needle-type hydro-
phones, as, for example, in the AIUM standard.13 The rigid
fiber assumption is based on the large characteristic imped-
ance of the fiber@13.13106 kg/~m2 s) for silica# compared to
the characteristic impedance of water@1.483106 kg/
~m2 s)], leading to an amplitude reflection coefficient ofR
50.80 at normal incidence. Penetration of sound into the
fiber is ignored, and possible consequences of this simplifi-
cation are discussed in Sec. III C.

The signal detected by the FOH is the mean optical
power reflected back into the fiber at the sensor fiber end.
The change of reflected optical power is in very good ap-
proximation directly proportional to the change of acoustic
pressure at the fiber end. Therefore, the total acoustic pres-
sure created by an ultrasonic wave impinging on a circular,
acoustically rigid reflector was calculated and averaged over
the fiber core area.

The most convenient way to find the transfer function is
to choose a plane wave as the incoming waveform. Assum-
ing superposition, the transfer function can then directly be
derived from the calculated detected signal. Using complex
notation, a plane wave traveling in the1z direction can be
written as

p~z,t !5R$ p̂~z,t !%5R$ p̂pke
i ~kz2vt !%, ~1!

where p is sound pressure, the hatˆ indicates a complex
variable,R denotes the real part of a complex variable, and
u p̂pku is the peak sound pressure.

The boundary conditions require that the component of
the total sound velocity perpendicular to the rigid reflector
must vanish on the reflector surface:

n total
' ~rF ,t !50, ~2!

wherentotal is the particle velocity of the total field,' de-
notes the component normal to the reflector plane, andrF is
a planar vector in the reflector surface.

The boundary condition Eq.~2! can be fulfilled by re-
writing the total sound velocity as the superposition of the
incoming wave with velocityn1 and an outgoing wave with
velocity n2 , so that

n11n25ntotal, n2
'~rF ,t !52n1

'~rF ,t !. ~3!

The fiber can now be considered an image source, gen-
erating a second wave with velocity distributionn2

'(rF ,t) at
the fiber front face. This reduces the problem to calculating
the sound field radiated by a planar circular piston, which has

earlier been solved by various authors.14–16Using the model
of a piston in an infinite rigid baffle, the most straightforward
solutions employ the Rayleigh surface integral

f̂2~r ,t !5E E
A

n̂2
'~r 8,t2s/c!

2ps
r 8 dr8 dw8,

s5ur2r 8u, ~4!

which relates the sound velocity potentialf̂2 at positionr ,
time t, to the piston velocity normal to the source plane,n̂2

' ,
whereA is the area of the source~fiber front face!, s is the
distance betweenr and point of integrationr 8, andc denotes
the speed of sound.

The case of plane waves at normal incidence to the fiber
is studied in Sec. II B, and oblique incidence is studied and
the angular response of the fiber hydrophone derived in Sec.
II C.

B. Normal incidence

For plane waves with a wave vector perpendicular to the
fiber front face, the amplitude and phase ofn̂2

'(r ,t) are uni-
form over the sensor area. For points whose projection onto
the z50 plane lies inside the sensor area, Eq.~4! simplifies
to

f̂2~r ,t !5
n̂2,pk

'
•e2 ivt

ik S e2 ikz2
1

2p E
0

2p

e2 ikb~r ,u! du D ,

~5!

where k5v/c is the magnitude of the wave vector of the
incoming wave, andb(r ,u) is the distance between the point
of observation and the fiber edge at angleu, as illustrated in
Fig. 2. Equation~5!, called the Schoch solution, can be in-
terpreted as a superposition of a plane reflected wave and a
phase-inverted, diffraction, or edge wave~Fig. 3!. Thus the
total sound field can be written as the sum of the incoming
plane wave, the reflected plane wave, and the edge wave:

FIG. 2. Sketch of the fiber front face and variables used for calculation of
the total sound pressure at normal incidence.

FIG. 3. Schematic sketch of the diffraction effects at the fiber.
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f̂ total~r ,t !5f̂1~r ,t !1f̂2~r ,t !

5
n̂1,pke

2 ivt

ik S eikz1e2 ikz

2
1

2p E
0

2p

e2 ikb~r ,u! du D . ~6!

Using the general relationship between sound pressurep, ve-
locity potentialf̂, and density of the mediumr0 ,

p~r ,t !5RH r0

]f̂~r ,t !

]t J , ~7!

the expression for the total sound pressure averaged over the
fiber core atz50 becomes

^p&a2
~k,t !5RH p̂1,pke

2 ivtS 22
1

pa2
2

3E
0

2pE
0

a2
e2 ikb~r ,u!r dr du D J ,

~8!
b~r ,u!5Ar 2 cos2 u1~a1

22r 2!2r cosu,

wherea1 is the outer fiber radius,a2 is the radius of the fiber
core, ^...&a indicates spatial averaging over a circular area
with radiusa at the origin of thez50 plane, andu p̂1,pku is the
pressure magnitude of the incoming wave.

Note that in Eq.~8! the optical power in the fiber is
assumed to be uniformly distributed over the core area with
an abrupt cutoff at the core/cladding interface. Real power
distributions are continuous atr 5a2 and can extend signifi-
cantly into the fiber cladding, depending on fiber parameters
and optical wavelength. However, the error made using this
simplification is generally very small. Calculations for some
special cases using Gaussian and parabolic power distribu-
tions across the fiber are discussed in the Appendix.

Equation~8! also holds for a superposition of incoming
plane waves and can therefore be generalized for wave pack-
ages

p~ t !5E
2`

`

P̂~v!e2 ivt dv. ~9!

SubstitutingP̂(v), the component of the pressure wave
at frequencyv, for p̂1,pk in Eq. ~8!, and integrating over all
frequencies yields

^p&a2
~ t !5E

2`

`

P̂~v!S 22
1

pa2
2

3E
0

2pE
0

a2
e2 ivb~r ,u!/cr dr du D e2 ivt dv,

~10!

which is the inverse Fourier transform ofP̂(v)•Ĥ(v),
whereĤ is the transfer function of the FOH:

Ĥa2
~v!522

1

pa2
2 E

0

2pE
0

a2
e2 ivb~r ,u!/cr dr du. ~11!

Ĥa2
(v) was computed numerically for two different fiber

core diameters and for a frequency range from 0 to 30 MHz
@Fig. 4~a!,~b!#.

If a single mode fiber is used as a sensor, the core di-
ameter is usually much smaller than the acoustical wave-
length of the detected wave. Forka2!1 ~pointlike fiber
core! the transfer function in Eq.~11! simplifies to

Ĥ0~v!522e2 iva1 /c, ~12!

which is also plotted in Fig. 4~a!,~b!.
In time-domain, the detected pressurepFOH(t) can then

be written as a convolution of the free-field pressurep1 with
the impulse responseh(t) which is the inverse Fourier trans-
form of the transfer function

pFOH~ t !5p1~ t ! ^ h~ t !. ~13!

Yet, the free-field pressure is more easily derived in
frequency-domain using

p1~ t !5F21S F~pFOH~ t !!

Ĥ~v!
D , ~14!

whereF denotes the Fourier transformation.

C. Oblique incidence and angular response

The most commonly used model for the angular re-
sponse of hydrophones is that of a circular piston in a rigid,
infinite baffle, which exhibits a sensitivity

s~k,q!5s0•M ~k,q!,
~15!

M ~k,q!5
2J1~ka sinq!

ka sinq

FIG. 4. Magnitude~a! and phase~b! of the transfer
functions of the FOH for a pointlike fiber core (H0) and
for a fiber core radius ofa2525mm (H25). In both
cases, the outer fiber radius wasa1562.5mm. For a
fiber core radius ofa252.5mm, the transfer function
differed by less than 0.8% fromH0 and looked identi-
cal.
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for plane waves with wave vector magnitudek, wheres0 is
the on-axis response,J1 is a Bessel function of first degree,
first order,a is the radius of the active sensor area, andq is
the angle of incidence of the ultrasound wave. This result can
also be understood in a time-domain model: If a plane wave
impinges on a circular area at angleq, the pressure ampli-
tude, averaged over this area, varies likeM (k,q).

Equation~15! is also the basis of the AIUM and IEEE
guidelines for hydrophones used in medical ultrasonics.13,17

Yet, experiments have shown that the angular response of
hydrophones rarely follows Eq.~15! exactly.18

In general, the angular response depends on a number of
factors that are difficult to quantify. Among the most impor-
tant factors are the size, shape, and sensitivity distribution of
the active area that determines averaging and diffraction ef-
fects. For simple geometries, these effects can be calculated
using various mathematical models. However, hydrophone
design and material can also play an important role and af-
fect the angular response so that current models are inappro-
priate in many cases.19

For the FOH, no supporting structure is needed in the
immediate proximity of the sensitive area except the fiber
itself, the fiber front face can be very well approximated by a
circular disk, and the fiber material can be considered homo-
geneous. This allows an approximate calculation of the an-
gular response of the FOH including diffraction effects.
Moreover, for single mode FOHs, the actual sensitive area is
small compared to the acoustical wavelength up to very high
frequencies. This enables experimental verification of the
theoretically derived diffraction effects without spatial aver-
aging during the detection process.

The model used and approximations made for the fol-
lowing calculation are the same as in Sec. II A. Assuming a
plane wave impinging on the fiber end with a wave vector at
angleq to the fiber axis in thexz-plane~Fig. 5!, the pressure
across the fiber front face depends on thex-coordinate ac-
cording to

p̂1~x!5 p̂1,pk•e2 ikx sin q. ~16!

Here and in the following, the time dependencye2 ivt has
been omitted for simplicity. The component of the wave ve-
locity perpendicular to the fiber end is then given by

n̂1
'~x!5

p̂1,pk

r0c
•cosq•e2 ikx sin q. ~17!

Using the surface integral Eq.~4!, and adding primary and
secondary pressure, the total sound pressure on the sensor
surface evaluates to

p̂total~r f ,q!5 p̂1,pk•S e2 ikx sin q1 ik cosq

3E E
F

e2 ikx8 sin qe2 iks

2ps
r 8 dr8 dw8D ,

~18!

where F is the area of the fiber end, s
5Ar 21r 8222rr 8 cos(w82w) is the distance between the
point of observationr f and point of integrationr 8, andx and
x8 are thex-coordinates ofr f and r 8, respectively.

Averaging over the fiber core area yields the pressure
detected by the FOH

^p&a2
~q!5RH p̂1,pk•S 2

pa2
2 E

2a2

a2 Aa2
22x2e2 ikx sin q dx

1
ik cosq

pa2
2 E

A
E

F

e2 ikx8 sin qe2 iks

2ps
dF8 dAD J ,

~19!

whereA anda2 , respectively, are the area and the radius of
the fiber core. The first term in this expression evaluates to
the commonly used Eq.~15! and represents the angular de-
pendent averaging over phases of the incoming wave inter-
sected by the sensor surface. The second term represents the
diffracted and reflected wave and was computed numerically.
To simplify computation for small fiber cores (ka2!1), Eq.
~19! can be approximated by

^p&0~q!5RH p̂1,pk•S 11
ik cosq

2p

3E
0

2pE
0

a1
e2 ikr 8~11cosw8 sin q! dr8 dw8D J

5RH p̂1,pk•S 11
cosq

2p

3E
0

2p 12e2 ika1~11cosw8 sin q!

~11cosw8 sinq!
dw8D J , ~20!

which is the total pressure at the center of the sensor.
In complete analogy to the reasoning in Sec. II B, the

expressions in parentheses in Eqs.~19! and~20! represent the
transfer functions of the FOH for oblique incidence. The
transfer functionsĤq(v) were computed numerically for
five angles of incidence from 0° to 80°, an outer fiber radius
of a1562.5mm, and three fiber core radii ofa2525mm,
a252.5mm @both using Eq.~19!#, anda250 mm @pointlike,
using Eq.~20!#. The results fora252.5mm anda250 mm
looked virtually identical and only the latter is plotted in Fig.
6~a! ~magnitude! and 6~b! ~phase!. The result for a2

525mm is shown in Fig. 7~a! and ~b!.
Of more practical interest than the angular dependent

transfer function is the directivity or angular response

FIG. 5. Schematic sketch of the diffraction effects at the fiber end for
oblique incidence of a plane wave.
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Mv(q), which is the relative sensitivity at a specific fre-
quency as a function of angle of incidence.Mv(q) was cal-
culated for an outer fiber radius ofa1562.5mm and frequen-
cies from 5 MHz to 30 MHz, using fiber core radii ofa2

52.5mm @Fig. 8~a!# anda2525mm @Fig. 8~b!#.

III. RESULTS AND DISCUSSION

A. Normal incidence

The calculated transfer functions of the FOH for normal
incidence are strongly oscillatory. The oscillatory behavior
originates from the interference of the edge wave with the
incoming wave in the sensitive area and is most pronounced
for small fiber cores where averaging effects are negligible.
It should be noted that a decrease of fiber core area does not
necessarily result in a decrease in overall sensitivity, since
basically the same optical power can be coupled into a
smaller fiber core, and the sensitivity of the FOH is directly
proportional to the optical power in the sensor fiber. There-
fore, the sensitivity of an experimental setup employing a
single mode fiber should be sufficient to observe the oscilla-
tory behavior of the transfer function.

For larger fiber cores, considerable averaging of the
edge wave over the core area occurs. For high frequencies,
this results in washing out the contribution of the edge wave
to the detected signal. In the high-frequency limit, the posi-
tive and negative phases of the edge wave will average out
completely across the fiber core area. The transfer function
then approaches a constant value of 2.0, due to the superpo-
sition of the incoming and the rigidly reflected wave.

The transfer functions of the fiber with a pointlike core
and of the fiber with a core radius of 2.5mm are virtually
identical in magnitude and phase up to frequencies of 30

MHz, and even for higher frequencies the differences are
very subtle. This result was expected since the wavelength at
30 MHz ~'51 mm! is still large compared to the assumed
fiber core diameter. However, for the 25-mm fiber core ra-
dius, typical for a multimode fiber, the transfer function dif-
fers markedly from the other two for frequencies above'10
MHz, where the wavelength approaches the diameter of the
fiber core.

The transfer functions calculated in this work differ
quantitatively, but not qualitatively from measured or mod-
eled transfer functions of piezoelectric hydrophones. In the
limit a25a1 , which would correspond to a needle-type hy-
drophone with uniform sensitivity across its circular front
face, the transfer function~Fig. 9! approaches a shape well-
known in literature: For very low frequencies the hydro-
phone response goes toward 1.0 because the wavelength is
very large compared to the diameter of the hydrophone, so
that the diffracted edge wave fully cancels out the reflected
wave component. In the high-frequency limit, the transfer
function approaches 2.0 because the positive and negative
phases of the edge wave average out across the sensitive area
and the sum of the incoming and rigidly reflected wave is
detected. This result agrees particularly well with the geo-
metrical model used by Fayet al. in Ref. 20.

Discrepancies between this model and experimental re-
sults for needle-type hydrophones are partly due to the lay-
ered structure of piezoelectric hydrophones and to hydro-
phone geometries differing from an ideal cylinder shape. The
edges of needle-type hydrophones, for example, are usually
less clear cut than those of an optical fiber. The resulting
diffraction wave will then be ‘‘blurred’’ and have lower am-
plitude, making its impact on the detected signal weaker.

For the FOH, however, the simple design and geometry

FIG. 6. Magnitude~a! and phase~b! of the calculated
angular-dependent transfer function of the FOH with
pointlike fiber core.

FIG. 7. Magnitude~a! and phase~b! of the calculated
angular-dependent transfer function of the FOH with
fiber core radius of 25mm.
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of the sensor tip agree very well with the theoretical model.
This gives confidence in the assumption that the calculated
transfer functions can be verified experimentally. Experi-
mental work regarding the transfer function of a single mode
FOH is currently being carried out at the University of Bonn.

The apparent disadvantage of a nonconstant transfer
function for the FOH can be compensated in two ways, ex-
perimentally or computationally. Experimentally, the sensor
fiber end would have to be prepared to diminish the diffrac-
tion effects. This can be achieved by either rounding off the
fiber end by means of coating or etching, or by mounting the
fiber end into a larger, rigid reflector with a central drilling,
and polishing its surface so that no distortion of the reflected
wave at the boundary between the fiber cladding and the
mount occurs. The mount itself would have to have rounded-
off edges to minimize diffraction effects, which will be
easier to manufacture than a preparation of the fiber end
itself. However, by any of these techniques the FOH loses
one of its major advantages over piezoelectric hydrophones,
that is, the easy and cheap replacement of the sensor tip by
simply cutting it again once it got damaged.

To circumvent this drawback, the detected signal can be
corrected computationally using the transfer functions calcu-
lated above. Using fast Fourier transforms, the deconvolution
can be implemented very time efficiently once the signal has
been digitized.

B. Oblique incidence

The angular dependency of the transfer function was
calculated for frequencies up to 30 MHz. In this range, the
calculated transfer functions of the fiber with pointlike core
and of the fiber with a core radius of 2.5mm were indistin-
guishable for all angles considered~0°, 20°, 40°, 60°, and
80°! because the acoustical wavelengths were large com-
pared to the fiber core diameter.

The angular dependency of the transfer function is gov-
erned by two effects: the decrease of amplitude of the dif-
fracted wave with cosq, and the increase of averaging of the
incident and diffracted waves witha2 and cosq. The first
effect leads to a decrease of oscillations in the transfer func-
tion with increasing angle of incidence both in the pointlike
fiber core model, and for the larger fiber core. The second
effect is similar to the one considered in current models
which lead to Eq.~15!, but instead of averaging only the

incoming wave, our model includes the averaging of the dif-
fracted wave across the fiber core area.

The angular response@Fig. 8~a! and~b!# reveals a shape
quite different from that obtained using Eq.~15!, particularly
for very small a2 . The curve is no longer monotonically
decreasing to its first zero crossing. Instead, it can have local
minima and maxima and the angle of the overall maximum
response may differ fromq50°. For a pointlike fiber core,
for example, the maximum response at an acoustic frequency
of 30 MHz is reached atq'45°.

It is also instructive to compare the angular response
computed here to the current model of angular dependency,
Eq. ~15!, and to compute an effective radius for the FOH.

The comparison was performed for fiber core radii of
a252.5mm and a2525mm, an outer fiber radiusa1

562.5mm, and for various frequencies from 0.5 MHz to 30
MHz. For each frequency, the classical angular response
given by Eq.~15! was least squares fitted to the calculated
angular response, using the radiusa as fitting variable. The
results are displayed in Table I. The classical equivalent hy-
drophone radiusac that best fits the FOH angular response
generally decreases with frequency. For low frequencies,ac

can even be larger than the outer fiber radius, but the some-
what surprising result at 0.5 MHz is put into perspective by
the fact that for both fiber core radii, the FOH still exhibits
an almost ideal angular response with less than 2% decrease
in sensitivity at 90° angle of incidence. For frequencies
larger than 10 MHz,ac is generally smaller than the outer

FIG. 8. Calculated angular response of the FOH with
fiber core radii of 2.5mm ~a! and 25mm ~b!.

FIG. 9. Magnitude of the calculated transfer function for a hydrophone with
a15a2562.5mm.

2000 2000J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 Krücker et al.: Transfer function of fiber-optic hydrophone



fiber radius and can even approach the radius of the fiber
core.

The effective radius of the FOH was then calculated
according to the IEC 1102 and AIUM standards,1,13 which
define the average effective radius of a hydrophone based on
the measured 3-dB and 6-dB half-angles of the angular re-
sponse at two different frequencies. For the FOH, the calcu-
lated instead of measured half-angles were used, at frequen-
cies of 15 MHz and 30 MHz. For fiber core radii of 2.5mm
and 25 mm, this calculation yielded effective radii ofae

525.9mm and 32.0mm, respectively, in good qualitative
agreement with the comparison above.

The fact that comparison to the classical angular re-
sponse can lead to effective radii larger than the outer fiber
radius suggests that this model is not appropriate for hydro-
phones such as the FOH, with strong diffraction effects and
sensitive areas small compared to the diffracting aperture. To
characterize these hydrophones other models might have to
be applied, based on calculated angular responses like the
ones presented in this study.

C. Limitations of the model and future work

The calculation of the diffracted wave was based on the
model of a planar piston in an infinite, rigid baffle. Strictly,
this approximation is valid only for point sources on the fiber
end that lie at least one wavelength inside the fiber boundary.
This implies wavelengths of less than 62.5mm, i.e., acoustic
frequencies of more than 20 MHz. For very low frequencies,
the field radiated by the fiber can be more accurately de-
scribed by a vibrating disk in free space, which would reduce
the sound pressure of the secondary wave by a factor of 2.21

In the intermediate frequency range, the secondary sound
pressure is expected to lie between the results of the baffled
piston and the freely suspended disk. A more quantitative
evaluation of the effects of baffling, e.g., by numerically
solving the wave equation in the proximity of the fiber end,
goes beyond the scope of this study. The validation of the
model used here will therefore be left for experimental in-
vestigations.

The rigid fiber assumption neglects all elastic properties
of the fiber including penetration of sound into the fiber,
excitation of transverse waves in and surface waves on the
fiber, and resonances at discrete angles and frequencies. Ana-
lytic solutions for the elastic fiber, modeled as an elastic,
half-infinite cylinder, do no exist. To estimate the errors
made in our approximation we can compare the reflection at
an infinite, planar boundary for rigid and elastic boundary
conditions. In general, the acoustic amplitude reflection co-
efficient for transitions from nonviscous media to solids ex-

hibits a complex angular dependency. The phase of the co-
efficient varies particularly strongly close to the critical
angles where new types of waves are excited in the solid.
Between these critical angles, the coefficient is approxi-
mately real and unity, and the boundary can be well approxi-
mated as rigid.22 For the fiber, similar effects can be ex-
pected. At discrete angle-dependent resonance frequencies,
new types of waves can be excited in the fiber, leading to
strong penetration of sound into the fiber and significant dis-
crepancies between the measured sound pressure and the
pressure predicted using the rigid fiber model. In between
these resonant frequencies the pressure is likely to be close to
the envelope given by the rigid fiber model.

The image source method employed here cannot easily
be extended to take penetration of sound into the fiber into
account. In future work, a more accurate description of the
sound field at the fiber including the abovementioned effects
could be obtained analytically using integral transform meth-
ods, or numerically using three-dimensional boundary ele-
ment calculations.

IV. SUMMARY AND CONCLUSIONS

To summarize, the transfer function of the fiber-optic
hydrophone was computed for normal and oblique incidence
using the model of a planar piston in a rigid baffle. The
transfer functions exhibit an oscillatory frequency depen-
dency caused by alternating constructive and destructive in-
terference of the incoming and the diffracted wave in the
sensor area. In the limit of very large fiber core radii, the
results presented here agree well with the calculation of the
geometry-dependent transfer function of needle hydrophones
published earlier.

For all angles considered, the transfer function of a fiber
with core radiusa252.5mm could be very well approxi-
mated using the model of a pointlike fiber core. Therefore,
the signal measured with single mode fiber-optic hydro-
phones can be deconvoluted using the much simpler analyti-
cal approximation Eq.~12!.

The angular response of the FOH was derived from the
transfer function at oblique incidence and therefore included
diffraction effects. This leads to a more complex directivity
pattern than can be explained using the standard model for
hydrophones, which only considers phase averaging effects.
Comparison between the standard model of directivity and
the directivity calculated in this work suggest that the effec-
tive radius of the FOH is frequency dependent and can be
larger than the outer fiber diameter for very low frequencies,
but generally lies between the fiber core diameter and the
outer fiber diameter for higher frequencies. Hence, the sen-
sitive area is not identical with the fiber core area, even if
this is the only area where the conversion from sound pres-
sure to reflected optical power physically takes place. This
holds true for the angular response as well as for spatial
averaging effects in sound fields with spatially strongly vary-
ing peak pressure amplitudes. Without a deconvolution of
the detected signal, the effective sensor area can not be re-
duced far below the outer fiber diameter, even if single mode
fibers are employed.

TABLE I. Equivalent radii ac of hydrophones whose angular response,
according to the classical directivity model, best fits the calculated angular
response of the FOH (a1562.5mm) for a given frequency and core radius.

Core radiusa2 @mm#

Equivalent radiusac @mm# at frequency

0.5 MHz 5 MHz 10 MHz 20 MHz 30 MHz

2.5 164.4 94.7 58.7 5.6 12.6
25 164.1 95.8 60.7 26.5 25.2
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To validate the model used in this study and to verify the
theoretical results presented here, experimental measure-
ments with a fiber-optic hydrophone must be performed. The
angular response has to be determined for various frequen-
cies. Different ultrasonic waveforms must be detected with
the FOH, deconvoluted using the calculated transfer func-
tion, and compared to waveforms acquired using a standard
measurement technique, e.g., piezoelectric hydrophones.
These measurements may reveal limitations of the rigid fiber
model used here, and may thus motivate future theoretical
work on the transfer function of the FOH. Experimental
work regarding these questions is now being carried out at
the University of Bonn.
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APPENDIX: NONUNIFORM DISTRIBUTION OF
OPTICAL POWER IN THE SENSOR FIBER

In single mode fibers, the power distribution across the
fiber can be well-approximated by a Gaussian if only the
LP01 mode is present. The power distribution determines the
sensitivity distribution of the sensor fiber and can be mod-
eled by introducing a weight functionW(r ) in Eq. ~8!, yield-
ing

^p&a2
~k,t !5RH p̂1,pke

2 ivtS 22
1

N

3E
0

2pE
0

a1
W~r !e2 ikb~r ,u!r dr du D J ,

N52pE
0

a1
W~r !r dr ,

W~r !5expF22S r

w0
D 2G , ~A1!

where w0 , the mode spot radius, is usually close to or
slightly larger than the fiber core radius.23 The transfer func-
tion of the single mode fiber was re-calculated for normal
incidence in the frequency range from 0 to 30 MHz using
Eq. ~A1! with w0 ranging from 1.0a2 to 1.4a2 . The largest
differences to the previously computed transfer functions oc-

curred for w051.4a2 , where only about 64% of the total
optical power are carried in the fiber core. For this case, the
result differed by 0.15% on average~0.76% max! from the
transfer function obtained without the weight function, and
by 0.29% on average~1.52% max! from the transfer function
for the pointlike fiber core. Thus the approximation of the
single mode fiber core as pointlike is still valid.

In multimode fibers, the distribution of optical power
closely matches the distribution of the refractive index, given
that all modes are excited equally.24 The calculations using
Eq. ~8! without weight function are therefore a good approxi-
mation for step index fibers. Many multimode fibers, how-
ever, are graded index fibers that have a nonuniform~typi-
cally parabolic! core refractive index. The transfer function
of the multimode fiber was re-calculated for normal inci-
dence using Eq.~A1! with the parabolic weight function

W~r !5H 12r 2/a2
2 for 0<r<a2

0 for a2,r<a1
. ~A2!

In Fig. A1, this parabolic weight function is displayed
together with the step index function used before. Figure
A1~b! shows the transfer functions for normal incidence ob-
tained using these two weight functions. The results differ by
3.1% on average~11.1% max! in the frequency range from 0
to 30 MHz. The higher concentration of optical power close
to the fiber center reduces the effective radius of the sensor
area and leads to stronger oscillations in the transfer function
for the parabolic profile. The results imply that the parabolic
weight function can slightly improve the accuracy of the
transfer function for graded index fibers. However, the dif-
ference to the step index profile is likely to be small com-
pared to the potential errors incurred by the simple model
used in this study.
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A perturbation technique for the prediction of the displacement
of a line-driven plate with discontinuities
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A novel technique is presented for obtaining approximate analytic expressions for an
inhomogeneous line-driven plate. The equation of motion for the inhomogeneous plate is
transformed, and the transform of the total displacement is written as a sum of the solution for a
homogeneous line-driven plate plus a term due to the inhomogeneity. The result is an integral
equation for the transform of the inhomogeneous contribution. This expression may in general be
solved numerically. However, by introducing a small parameter into the problem, it may be solved
approximately using perturbation techniques. This series may not be convergent, but its
convergence may be improved using Pade´ approximation. Results are presented for the case of a
single mass discontinuity, and a distribution of mass discontinuities.@S0001-4966~00!05304-2#

PACS numbers: 43.40.Dx, 43.40.Fz@CBB#

INTRODUCTION

Exact solutions for wave propagation and scattering
from elastic structures are only feasible for a few types of
canonical problems. These include a spherical shell, an infi-
nite cylindrical shell, and an infinite plate, where separation
of variables can be used to turn a partial differential equation
into several ordinary differential equations.1 The solutions
for these problems have been known and analyzed exten-
sively in the literature2–4 and provide insight into the under-
lying wave phenomena responsible for the observed radiated
or scattered fields.5 As mentioned above, the class of prob-
lems that can be solved exactly is very small, and the meth-
ods used cannot be easily extended to more complicated
problems, such as when the radiating surface does not con-
form to a separable coordinate system,6 or when there are
inhomogeneities on the radiating or scattering surface.

In order to solve these more complicated problems, re-
course is often made to numerical solutions.7–9 While nu-
merical results may be generated, the underlying wave phys-
ics may be obscured. To gain further insight into the problem
of the inhomogeneous structure, we present a new approach
applied to the problem of a line-driven infinite plate with
inhomogeneities. The solution is given as a sum of the solu-
tion for the homogeneous plate plus a term which is due
solely to the presence of the inhomogeneity. The second
term is given in terms of an integral equation, which may in
general be solved numerically, but which may also be solved
approximately in terms of a perturbation series. The first
term in this perturbation series is equivalent to the Born ap-
proximation. Unfortunately, when higher-order terms are in-
cluded, this series will diverge when the ratio of the imped-
ance of the discontinuity to the impedance of the
homogeneous plate is larger than one, and will be slowly
convergent when the ratio is near one. However, the series
may be summed by using Pade´ approximation, which ap-

proximates a power series by a rational function.10 Using
Padéapproximation enables us to obtain approximate ana-
lytic solutions for more complicated problems, enabling us to
more easily identify the underlying wave physics causing the
observed wave field. In this paper we introduce this method
and apply it to the problem of anin vacuoplate with line
discontinuities, although the method should also be appli-
cable to a fluid-loaded plate. Additionally, the case of a dis-
tributed discontinuity, such as when a spatially limited sec-
tion of the plate has a different mass, may also be treated by
considering the continuous inhomogeneity to consist of
closely spaced discrete inhomogeneities.

I. THEORY

Consider the equation of motion for the transverse plate
displacementu(x) for an inhomogeneous line-driven plate
assuming time harmonic excitation of the formd(x
2x0)e2 ivt:

Du992mv2u1 f ~x!u5d~x2x0!, ~1!

wherev is the angular frequency,D5Eh3/„12(12n2)… is
the bending stiffness of the plate,E is the Young’s modulus,
h is the plate thickness,m is the mass per unit length of the
plate, andf (x) is the inhomogeneity distribution. Taking the
Fourier transform yields

~Dkx
42mv2!ũ~kx!1

1

2p E
2`

`

f̃ ~kx2t!ũ~t! dt5e2 ikxx0.

~2!

We will now assume a solution forũ(kx) in the following
form:

ũ~kx!5
e2 ikxx0

„11Ã~kx!…

~Dkx
42mv2!

. ~3!

This form is chosen because the first term in the parentheses
represents the response of the plate in the absence of thea!Electronic mail: feitd@nswccd.navy.mil

2004 2004J. Acoust. Soc. Am. 107 (4), April 2000



inhomogeneity, and the second term represents the response
due to the inhomogeneity. Inserting this expression into Eq.
~2!, we arrive at the following equation forÃ(kx):

Ã~kx!52eikxx0
1

2p E
2`

`

f̃ ~kx2t!
e2 i tx0

„11Ã~t!…

~Dt42mv2!
dt.

~4!

This equation is an inhomogeneous Fredholm integral of the
second kind, which can in general be solved numerically.11

For certain inhomogeneity profiles this equation can be
solved analytically. For more complicated profiles, approxi-
mate analytic solutions can be obtained by using a perturba-
tion technique in conjunction with Pade´ approximation.

To get an approximate solution using a perturbation
technique, we introduce the small parametere as follows:

f ~x!5e f ~x!, f̃ ~kx!5e f̃ ~kx!. ~5!

The solution for the original equation can be recovered by
taking the limit ase→1. Inserting this into Eq.~4!, we obtain

Ã~kx!52eeikxx0
1

2p E
2`

`

f̃ ~kx2t!
e2 i tx0

„11Ã~t!…

~Dt42mv2!
dt.

~6!

ExpandingÃ(kx) in a power series ine yields

Ã~kx!5 (
n51

`

enÃn~kx!. ~7!

Inserting this into Eq.~6! and equating coefficients ofen

yields the following conditions forÃ1(kx) and Ãn11(kx):

Ã1~kx!52eikxx0
1

2p E
2`

`

f̃ ~kx2t!
e2 i tx0

~Dt42mv2!
dt ,

~8!

Ãn11~kn!52eikxx0
1

2p E
2`

`

f̃ ~kx2t!
e2 i tx0Ãn~t!

~Dt42mv2!
dt.

The power series in Eq.~7! may not converge for all values
of e. The radius of convergence of the power series is deter-
mined by the distance to the nearest pole of the function
considered as a function ofe. For the problem considered
here, the location of this pole is determined by the ratio of
the impedance of the discontinuity to the impedance of the
plate. Therefore, an alternate representation in terms of a
rational function is more appropriate since it can represent
this singularity. This rational function may be obtained from
the power series using Pade´ approximation.12 This represen-
tation will converge for larger values ofe. The Pade´ approxi-
mation is as follows:

(
n50

N1M

anzn.
Sn50

N Cnzn

11Sn51
M Dnzn . ~9!

By multiplying both sides by the denominator of the right
side and equating powers ofz, a linear system of equations is
found to solve forCn and Dn in terms of the power series
coefficientsan . In the following we will only be concerned
with two cases, that ofM51, N50 ~i.e., two perturbation
terms!, and M52, N51 ~four perturbation terms!. For the
case of two perturbation terms, we obtain the following co-

efficients in the Pade´ approximation: C05a0 and D1

52a1 /a0 . For the case of four perturbation terms, the co-
efficients are C05a0 , C15(a1

322a0a1a21a0
2a3)/(a1

2

2a0a2), D15(2a1a21a0a3)/(a1
22a0a2), and D25(a2

2

2a1a3)/(a1
22a0a2).

In the following sections we will use the two-term ap-
proximation to obtain analytic solutions for several inhomo-
geneity profiles. Numerical results will also be presented for
the four-term approximation, although the detailed expres-
sions for the four-term approximations will be omitted.

A. Plate response with a single line discontinuity

The case where there is a single line discontinuity is one
in which the original integral equation may be solved ex-
actly. We will solve both the integral equation, and derive
the approximate solution.

1. Exact solution

Consider the case where there is a line discontinuity
located atx5x1 . We assume that the discontinuity is a mass
attachment, giving

f ~x!5Rd~x2x1!, f̃ ~kx!5Re2 ikxx1, ~10!

where R52m1v2 and m1 is the mass of the attachment.
Putting this form forf̃ (kx) into Eq. ~6! gives

Ã~kx!52Reikx~x12x0!
1

2p E
2`

`

ei tx1
e2 i tx0

„11Ã~t!…

~Dt42mv2!
dt.

~11!

The value of this integral is not a function ofkx , which we
will temporarily denote asS,

S5
1

2p E
2`

`

ei tx1
e2 i tx0

„11Ã~t!…

~Dt42mv2!
dt,

~12!
Ã~kx!52RSe2 ikx~x12x0!.

Integrating gives

S5G~x1ux0!2RSG~x1ux1!, ~13!

where the integrals are recognized as being the Green’s func-
tions for the homogeneous plate. Solving forS and inserting
into the expression forÃ(kx) gives

Ã~kx!52
RG~x1ux0!

11RG~x1ux1!
e2 ikxx12x0). ~14!

Using this result we findũ(kx) to be

FIG. 1. Geometry for an infinite plate with two mass attachments.

2005 2005J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 D. T. DiPerna and D. Feit: Plate with discontinuities



ũ~kx!5
e2 ikxx0

~Dkx
42mv2!

2
RG~x1ux0!

11RG~x1ux1!

e2 ikxx1

~Dkx
42mv2!

,

~15!

which agrees with the expression given by Junger and Feit.13

Note that the first term is simply the transformed response of
the homogeneous plate displacement to the externally ap-
plied line force located atx5x0 , while the second term is
the reaction to the internal force applied by the mass discon-
tinuity on the plate atx5x1 , the location of the line discon-
tinuity. The amplitude of this internal force depends on the
mass of the discontinuity and its distance from the applied
force.

2. Perturbation solution

In order to apply a perturbation method to obtain an
approximate solution, we introduce a parametere into the
problem as follows:

f ~x!5eRd~x2x1!, f̃ ~kx!5e Re2 ikxx1. ~16!

The first two terms in this series are easily found to be

Ã1~kx!52Reikx~x12x0!G~x1ux0!,
~17!

Ã2~kx!5R2eikx~x12x0!G~x1ux0!G~x1ux1!.

We now have the following expression forÃ(kx):

FIG. 2. Equivalent source atx5210h for a plate with
two discontinuites of equal mass atx5610h due to a
line source located atx50. The exact solution is plotted
along with the first term in the perturbation series, the
two-term Pade´ approximation, and the four-term Pade´
approximation.

FIG. 3. Same as Fig. 2 except plotted on a logarithmic
scale to show the fact that the Born approximation is
restricted to very low values of frequency.
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Ã~kx!52e Reikx~x12x0!G~x1ux0!@12eRG~x1ux1!1¯#.
~18!

Using the Pade´ approximation for two perturbation terms
allows us to rewrite the series in brackets as the following
rational function:

Ã~kx!5
2eRG~x1ux0!

11eRG~x1ux1!
e2 ikx~x12x0!. ~19!

By allowing e51, we recover the exact solution from the
perturbation series.

B. Arbitrary set of line impedances

We will now consider the case where there is an arbi-
trary set of line discontinuities. This can be used as an ap-

proximation to a spatially limited discontinuity such as a
rectangular function with a different mass than the plate. The
inhomogeneity profile becomes

f̃ ~kx!5e(
n

Rneikxxn, ~20!

where Rn and xn are the size and location of thenth line
discontinuities, respectively. It is straightforward to calculate
the first four terms to be

Ã1~kx!5(
n

Rneikx~x02xn!H1~xnux0!,

Ãj~kx!5(
n

Rneikx~x02xn!H j~xnux0!,

FIG. 4. Equivalent source atx5210h for a plate with
two discontinuities of equal mass atx5610h due to a
line source located atx55h. The exact solution is plot-
ted along with the first term in the perturbation series,
the two-term Pade´ approximation, and the four-term
Padéapproximation.

FIG. 5. Equivalent source atx510h for a plate with
two discontinuities of equal mass atx5610h due to a
line source located atx55h. The exact solution is plot-
ted along with the first term in the perturbation series,
the two-term Pade´ approximation, and the four-term
Padéapproximation.
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where

H1~xnux0!52G~xnux0!,
~21!

H j 11~xnux0!52(
m

RmG~xnuxm!H j~xmux0!.

The sequence of terms represented in Eq.~21! can be given a
physical interpretation. The termH1(xnux0) is the displace-
ment response at the observation pointxn due to the external
force applied atx0 , while H2(xnux0) again represents the
response atx0 , but includes the effects of the internal forces
generated at the line discontinuities by a single interaction
with the incident field. Higher orders ofHn represent mul-
tiple interactions between the line discontinuities.

Using the Pade´ approximation for the first two terms in
the perturbation series forÃ(kx) and allowinge→1 yields

Ã~kx!.2(
n

eikx~x02xn!H RnH1~xnux0!

12H2~xnux0!/H1~xnux0!J , ~22!

and, substituting into Eq.~3!, we obtain for the transform of
the displacement

ũ~kx!5
e2 ikxx0

~Dkx
42mv2!

2(
n

e2 ikxxn

~Dkx
42mv2!

H RnH1~xnux0!

12H2~xnux0!/H1~xnux0!J .

~23!

FIG. 6. Equivalent source atx5210h for a plate with
two discontinuities of unequal mass atx5610h due to
a line source located atx50. The exact solution is plot-
ted along with the first term in the perturbation series,
the two-term Pade´ approximation, and the four-term
Padéapproximation.

FIG. 7. Equivalent source atx510h for a plate with
two discontinuities of unequal mass atx5610h for
due to a line source located atx50. The exact solution
is plotted along with the first term in the perturbation
series, the two-term Pade´ approximation, and the four-
term Pade´ approximation.
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The first term is the displacement of the unperturbed plate
due to a unit amplitude line force applied atx5x0 . The
second term is the response of the plate due to the inhomo-
geneities. For the case of isolated mass discontinuities, the
term in brackets can be interpreted as the amplitude of a
reaction force at each mass locationxn .

II. RESULTS

As previously discussed, for the case of a single mass
discontinuity, the approximate solution is equal to the exact
solution, and therefore no results will be presented. We will
show results for the case of two masses, each with mass
m15m252h2, located atx5610h, as is shown in Fig. 1.
Figure 2 shows the magnitude of the reaction forceFr at the
discontinuity located atx5210h due to a unit amplitude

line force located atx050. The solid curve is simply the first
term in the perturbation series, which is equivalent to the
Born approximation. The Pade´ approximations from the two-
and four-term perturbation solutions exactly overlay the ex-
act solution. Figure 3 shows the same plot shown on a loga-
rithmic axis. The fact that the Born approximation is only
good at very low values of frequency can be seen clearly.
Figure 4 shows the magnitude of the reaction force atx
5210h due to a unit amplitude line force located atx
55h. Here the two-term Pade´ approximation matches the
general trend of the exact solution, but misses the more rap-
idly varying components. The four-term Pade´ approximation
lies directly on top of the exact solution. Presumably, the
higher frequency oscillations seen in the exact solution are
due to multiple interactions between the mass discontinuities

FIG. 8. Equivalent source atx5210h for a plate with
two discontinuities of unequal mass atx5610h due to
a line source located atx55h. The exact solution is
plotted along with the first term in the perturbation se-
ries, the two-term Pade´ approximation, and the four-
term Pade´ approximation.

FIG. 9. Equivalent source atx510h for a plate with
two discontinuities of unequal mass atx5610h
due to a line source located atx55h. The exact
solution is plotted along with the first term in the
perturbation series, the two-term Pade´ approxima-
tion, and the four-term Pade´ approximation.
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and drive point, and are accounted for in higher-order terms
in the perturbation series. Figure 5 shows the magnitude of
the reaction force at the mass discontinuity located atx
510h. Again, the Pade´ approximation based on the two-
term perturbation is far superior to the Born approximation,
but misses some details of the exact curve, while the Pade´
approximation based on four terms lies directly on top of the
exact solution.

Figures 6–9 show results for the case where the discon-
tinuity located atx15210h has massm152h2 and the mass
at x2510h has massm254h2, for the drive atx050 and
x55h. In all of these cases, the Pade´ approximation based
on two terms does not precisely match the exact solution, but
it is superior to the Born approximation, whereas the Pade´
approximation based on four terms is indistinguishable from
the exact solution.

III. CONCLUSIONS

We have presented a novel technique for obtaining an
approximate solution for the vibration of a line-driven infi-
nite plate with discontinuities. The solution is expressed as
the solution of the homogeneous plate plus a term due to the
discontinuity. The term due to the discontinuity is obtained
analytically in terms of the Green’s function of the homoge-
neous plate. For the case of a single isolated mass disconti-
nuity, the approximate solution has been shown to be equal
to the exact solution. For the case of multiple line disconti-
nuities, the approximate solution based on two terms of the

perturbation series has been shown to have a far larger range
of validity than the Born approximation. Numerical results
for the approximate solution based on four perturbation
terms are indistinguishable from the exact solution.

1M. C. Junger, ‘‘Radiation and scattering by submerged elastic structures,’’
J. Acoust. Soc. Am.57, 1318–1326~1975!.

2J. J. Bowman, T. B. A. Senior, and P. L. E. Uslenghi,Electromagnetic and
Acoustic Scattering by Simple Shapes~Hemisphere, New York, 1987!.

3M. C. Junger, ‘‘Sound scattering by thin elastic shells,’’ J. Acoust. Soc.
Am. 24, 366–373~1952!.

4J. J. Faran, Jr., ‘‘Sound scattering by solid cylinders and spheres,’’ J.
Acoust. Soc. Am.23, 405–418~1951!.

5L. B. Felsen and N. Marcuvitz,Radiation and Scattering of Waves~IEEE,
New York, 1994!.

6D. T. DiPerna and T. K. Stanton, ‘‘Sound scattering by cylinders of non-
circular cross section: A conformal mapping approach,’’ J. Acoust. Soc.
Am. 96, 3064–3079~1994!.

7J. M. Cuschieri and D. Feit, ‘‘A hybrid numerical and analytical solution
for the green’s function of a fluid-loaded elastic plate,’’ J. Acoust. Soc.
Am. 95, 1998–2005~1994!.

8D. Feit and J. M. Cuschieri, ‘‘Scattering of sound by a fluid-loaded plate
with a distributed mass inhomogeneity,’’ J. Acoust. Soc. Am.99, 2686–
2700 ~1996!.

9D. Feit and J. M. Cuschieri, ‘‘Fluid-loaded plate coupled to a distributed
inhomogeneity—review,’’ J. Acoust. Soc. Am.99, 2585–2603~1996!.

10G. A. Baker, Jr. and P. Graves-Morris,PadéApproximants, 2nd ed.~Cam-
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Estimation of fuzzy structure parameters for continuous
junctions
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The fuzzy structure theory introduced 15 years ago is designed to predict the frequency response
functions of structures and structural acoustic systems with structural complexity, in the low- and
medium-frequency ranges. This paper constitutes a first validation of the fuzzy structure theory for
continuous junctions between the master structure and the fuzzy substructures. In addition, a method
to estimate the fuzzy structure parameters introduced in the fuzzy structure theory is presented and
it is validated for the case of continuous junctions. This validation obtained by numerical
simulations opens the field of experimental identifications. ©2000 Acoustical Society of America.
@S0001-4966~00!04103-5#

PACS numbers: 43.40.Dx, 43.40.Hb@CBB#

INTRODUCTION

The fuzzy structure theory was introduced by Soize1 in
order to model structural complexity in the medium fre-
quency range. This structural complexity plays a fundamen-
tal role in the response of a master structure coupled with
complex substructures in the context of structural-acoustic
systems. In 1993, a second fuzzy impedance law was
proposed2 to model the case of fuzzy substructures attached
to the master structure through a continuous junction. Since
1993, much research has been published concerning the
problem of a master structure coupled with a large number of
simple linear oscillators3–18and a few concerning continuous
cases.19–22Two main problems had to be solved to be able to
apply the fuzzy structure theory~described in detail in Ref.
23! to the case of continuous junctions. The first problem
was related to the construction of a procedure for identifying
the fuzzy structure parameters in order to solve complex
problems and to allow experimental identifications to be per-
formed. The second one, which requires solving the first, is
related to validation of the fuzzy structure theory for continu-
ous junctions. A general procedure has been developed24 to
solve the first problem. In this paper, we present a first vali-
dation of the fuzzy structure theory for continuous junctions
between the master structure and the fuzzy substructures. We
introduce a new cost function replacing the cost function
previously introduced.24 It allows an efficient estimation of
the fuzzy structure parameters using a procedure based on
the statistical energy approach. In Sec. I we introduce the
reference complex structure, its model, and the numerical
simulation of its response. All the validations are performed
with respect to this reference. Section II deals with modeling
of the reference complex structure using the fuzzy structure
theory. In Sec. III we present the procedure for estimating
the fuzzy structure mean parameters. Finally, the last section
is devoted to validation by comparison with reference re-
sults.

I. REFERENCE COMPLEX STRUCTURE MODEL AND
NUMERICAL SIMULATION OF ITS RESPONSE

The complex structure consists of a master structure
coupled with four complex substructures~see Fig. 1!. The

master structure is constituted of two rectangular homoge-
neous isotropic thin plates denoted as~1! and~2!, in bending
mode and simply supported. Plate~1! is coupled to plate~2!
along their common edge; the rotation around this edge is
continuous. The complex substructures are denoted as~a!,
~b!, ~c!, and ~d! and are constituted of a rectangular homo-
geneous isotropic thin plate on which many simple linear
oscillators are attached. The plate of each complex substruc-
ture is in bending mode, simply supported and coupled to a
plate of the master structure along their common edge; the
rotation around this edge is continuous. Consequently, there
is a continuous junction between each complex substructure
and the master structure. Two plates belonging to different
complex substructures are not coupled along their common
edge~there is coupling only between each complex substruc-
ture and the master structure!. The method used to construct
the model of the reference complex structure consists in con-
structing the generalized impedance matrix of an isolated
plate belonging to the master structure and an isolated com-
plex substructure. Then the isolated subsystems constituting
the reference complex structure are coupled using a
Lagrange multiplier technique in order to express the conti-
nuity of the rotation on the junctions.

A. Generalized impedance matrix of an isolated plate
belonging to the master structure

Each rectangular thin plate~r! ~with r equal to 1 or 2! of
the master structure is referenced to an (x,y) local coordi-
nate system and is located in planeOxy. This plate has a
constant thickness, a lengthLr1 , a width Lr2 , surface-mass
densityr r ~mass per unit area!, a constant damping ratej r

and a constant flexural rigidityDr . The domain of this plate
~middle surface! is defined byV r5]0,Lr1@3#0,Lr2@ . We
consider linear vibrations of this plate formulated in the fre-
quency domainv. The transverse displacement of plate~r! in
a point (x,y) is denoted asur(v,x,y). The external forces
applied to the plate are represented by a complex-valued
function f r(v,x,y). The bending moment around the edges
of plate~r! is denoted asMnr

in which nr is the outward unit

normal to the boundary]V r of domainV r . The boundary
value problem is written as
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2v2r rur22ivj r$r rDr%
1/2

“

2ur1Dr “
4ur

5 f r in V r ,

ur50 on ]V r , ~1!

Mnr
50 on ]V r .

The boundary value problem defined by Eq.~1! is solved
using the Ritz–Galerkin method for which the complete fam-
ily of independent functions in the admissible function space
is constituted of the normal modes related to the simply sup-
ported plate. We then introduce the normal modes25

w rb~x,y!5
2

ALr1Lr2

sinS b1px

Lr1
D sinS b2py

Lr2
D , ~2!

and the corresponding eigenfrequencies

v rb5ADr

r r
H S b1p

Lr1
D 2

1S b2p

Lr2
D 2J , ~3!

in which b5(b1 ,b2) whereb1 andb2 are positive integers.
The finite dimension approximation of fieldur is written as
ũr(v,x,y)5(bPBrqr b(v)w r b(x,y) in which Br is the set of
all the pairs of integers (b1 ,b2) such thatũr(v,x,y) ap-
proachesur(v,x,y). Let qr(v) and fr(v) be the vectors of
generalized coordinates and generalized forces such that

qr~v!5$qr b~v!%bPBr
, fr~v!5$ f r b~v!%bPBr

, ~4!

in which f rb(v)5*0
Lr1*0

Lr2f r(v,x,y)w rb(x,y)dx dy. Conse-
quently, for all realv, vector qr(v) is the solution of the
complex matrix equationiv@Zr(v)#qr(v)5fr(v) in which
@Zr(v)# is the generalized impedance complex diagonal ma-
trix such that

iv@Zr~v!#bb85r r$2v212ivj rv r b1v r b
2 %dbb8 , ~5!

with dbb851 if b5b8 and50 otherwise.

B. Generalized impedance matrix of an isolated
complex substructure

Each complex substructure~s! ~with s equal toa, b, c or
d! is constituted of a rectangular thin plate~s! on whichKs

simple linear oscillators are attached. Plate~s! is referenced
to an (x,y) local coordinate system and is located in plane
Oxy. This plate has a constant thickness, a lengthLs1 , a
width Ls2 , a surface-mass densityrs ~mass per unit area!, a
constant damping ratejs and a constant flexural rigidityDs .
The domain of this plate~middle surface! is defined byVs

5]0,Ls1@3#0,Ls2@ . We consider linear vibrations of this
complex substructure formulated in the frequency domainv.
The transverse displacement of the plate~s! in a point (x,y)
is denoted asus(v,x,y). The external forces applied to the
plate are represented by a complex-valued function
f s(v,x,y). The bending moment around the edges of plate
~s! is denoted asMns

in which ns is the outward unit normal
to the boundary]Vs of domainVs . The mass, damping rate
and stiffness of thekth simple linear oscillator (k
51,...,Ks) attached to plate~s! are constant and denoted as
ms

k , js
k , and ms

k(vs
k)2, respectively (vs

k is the eigenfre-
quency of the undamped oscillator with a fixed support!.
Oscillatork is located in point (xk,yk). The area of the plate
of the complex substructure is divided intoAKs subelements
~rectangular subelement! and AKs oscillators are uniformly
distributed in space inside each subelement and in frequency
inside the frequency band of analysis. The boundary value
problem is written as

2v2rsus22ivjs~rsDs!
1/2

“

2us1Ds“
4us

5 f s2 (
k51

Ks

gs
k in Vs ,

us50 on ]Vs , ~6!

Mns
50 on ]Vs .

Forcegs
k(v) induced by oscillatork is such that

gs
k~v!5 ivzs

k~v!us~v,xk,yk!, ~7!

in which zs
k is such that

ivzs
k~v!52v2S ms

k~vs
k/v!2~~vs

k/v!22114~js
k!2!

~~vs
k/v!221!214~vs

k/v!2~js
k!2 D

1 ivS 2ms
kvjs

k~vs
k/v!

~~vs
k/v!221!214~vs

k/v!2~js
k!2D .

~8!

The boundary value problem defined by Eq.~6! is solved
similarly to Eq.~1!, introducing the normal modes,

wsb~x,y!5
2

ALs1Ls2

sinS b1px

Ls1
D sinS b2py

Ls2
D , ~9!

and the corresponding eigenfrequencies,

vsb5ADs

rs
H S b1p

Ls1
D 2

1S b2p

Ls2
D 2J , ~10!

in which b5(b1 ,b2) whereb1 andb2 are positive integers.
The finite dimension approximation of fieldus is written as
ũs(v,x,y)5(bPBsqsb(v)wsb(x,y) in which Bs is the set of
all the pairs of integers (b1 ,b2) such thatũs(v,x,y) ap-
proachesus(v,x,y). As in Sec. I A, we introduce vectors
qs(v) and fs(v) such that

qs~v!5$qsb~v!%bPBs
, fs~v!5$ f sb~v!%bPBs

, ~11!

in which f sb(v)5*0
Ls1*0

Ls2f s(v,x,y)wsb(x,y)dx dy and for
all realv, vectorqs(v) is the solution of the complex matrix
equationiv@Zs(v)#qs(v)5fs(v) in which @Zs(v)# is the

FIG. 1. Reference complex structure.
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generalized impedance complex dense matrix such that

iv@Zs~v!#bb85rs$2v212ivjsvsb1vsb
2 %dbb8

1zs
k~v!wsb~xk,yk!wsb8~xk,yk!. ~12!

C. Generalized impedance matrix of the reference
complex structure

The coupling between two plates of the master structure
or between the master structure and a complex substructure
is obtained by writing the continuity of rotations along the
junctions ~it should be noted that the continuity of the dis-
placement field is satisfied!. These resulting linear constraint
equations are then taken into account using Lagrange multi-
pliers. Using the generalized impedance matrices introduced
in Secs. I A and I B yields

F iv@Zmast~v!# 0

0 iv@Zsub~v!#

@Bmast# 0

@Bmast–sub# @Bsub–mast#

@Bmast#
T @Bmast–sub#

T

0 @Bsub–mast#
T

0 0

0 0

G
3F qmast~v!

qsub~v!

pmast~v!

psub~v!

G5F fmast~v!

0
0
0

G ~13!

in which qmast(v)5(q1(v),q2(v)) and qsub(v)
5(qa(v),qb(v),qc(v),qd(v)) are the vectors of the gener-
alized coordinates of the master structure and the complex
substructures, respectively, andpmast(v) and psub(v)
5(p1a(v),p1b(v),p2c(v),p2d(v)) are the vectors of the
generalized coordinates of the Lagrange multipliers related
to the coupling between the plates of the master structure and
between the plates of the master structure and the complex
substructures respectively. Finally,fmast(v)5(f1(v),f2(v))
is the vector of the generalized forces applied to the master
structure. Impedance matrices@Zmast(v)# and @Zsub(v)# are
written as

@Zmast~v!#5F @Z1~v!# 0

0 @Z2~v!#
G , ~14!

in which @Z1(v)# and @Z1(v)# are defined by Eq.~5! and

@Zsub~v!#5F @Za~v!# 0 0 0

0 @Zb~v!# 0 0

0 0 @Zc~v!# 0

0 0 0 @Zd~v!#

G ,

~15!

in which @Za(v)#, @Zb(v)#, @Zc(v)#, and@Zd(v)# are de-
fined by Eq.~12!. Finally, matrices@Bmast#, @Bmast–sub# and
@Bsub–mast# are deduced26 from the linear constraint equations
introduced by the Lagrange multipliers. Equation~13! can be
rewritten as

F iv@Z~v!# @B#T

@B# 0 G Fq~v!

p~v!G5F f~v!

0 G . ~16!

In general, and in particular for the reference complex struc-
ture under consideration, the matrix of Eq.~16! is not invert-
ible due to redundant linear constraint equations induced by
multiple connectivities. In order to circumvent this difficulty,
we use a method26 based on the use of the singular value
decomposition of matrix@B#. This method allows the redun-
dant equations to be automatically eliminated and Eq.~16! to
be solved. Its solutionq~v! is written as

q~v!5@T~v!#f~v!. ~17!

D. Dynamical response of the reference complex
structure

The response of the reference complex structure is ob-
tained on the frequency band of analysis@0,1000# Hz. The
plates of the master structure are identical. Each plate is ho-
mogeneous and isotropic with lengthLr151 m, width Lr2

50.5 m, constant thickness 0.003 m, surface-mass density
r r523.46 kg/m2, Young’s modulus52.131011N/m2, Pois-
son’s ratio 0.3, and constant damping ratej r50.003. Each
plate of the complex substructures is homogeneous and iso-
tropic with constant thickness 0.002 m, surface-mass density
r r515.64 kg/m2, Young’s modulus52.131011N/m2, Pois-
son’s ratio 0.3 and constant damping ratej r50.003. The
length and width of the plates of complex substructures~a!
and ~c! are equal toLs151 m andLs250.5 m, respectively.
The plates of complex substructures~b! and ~d! are square
and their length is equal to 0.5 m. In each complex substruc-
ture, there are 2401 oscillators having a total mass of 1 kg.
The damping rate of each oscillator is equal to 0.003. The
eigenfrequencies of the oscillators are uniformly distributed
over frequency band@0,1000# Hz. The excitation force is
applied to plate~1! at point located inx05(0.707,0.316),
with a constant modulus equal to 1 N over the frequency
band. The responses are calculated at pointx1

5(0.33,0.166) in plate~1! and pointx25(0.48,0.23) in plate
~2!. Figures 2–4 show the modulus~in dB! of frequency
response function for the acceleration at pointsx0 , x1 , and
x2 of the master structure; the thin solid lines and the thick
solid lines represent the response of the master structure un-
coupled with the complex substructures and coupled with the
complex substructures, respectively. It should be noted that

FIG. 2. Modulus~in dB! of the frequency response function for the accel-
eration at pointx0 of the master structure: master structure not coupled with
the complex substructures~thin solid line!; master structure coupled with the
complex substructures~thick solid line!.

2013 2013J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 C. Soize and K. Bjaoui: Fuzzy structure parameters



frequency band@0,300# Hz corresponds to the low-frequency
range for which complex substructures do not significantly
affect the responses of the master structure. In medium-
frequency band@300,1000# Hz, the complex substructures
play an important role in the response of the master structure,
inducing an apparent strong damping in the master structure
due to the power flow from the master structure to the struc-
tural complexity.

II. MODELING THE REFERENCE COMPLEX
STRUCTURE USING THE FUZZY STRUCTURE
THEORY

The fuzzy structure theory1,2,23,24 is used to model the
reference complex structure. The junctions between plate~1!
of the master structure and its two attached fuzzy substruc-
tures~a! and~b! are denoted asG1,fuz

1 andG1,fuz
2 respectively.

The junctions between plate~2! of the master structure and
its two attached fuzzy substructures~c! and ~d! are denoted
asG2,fuz

1 andG2,fuz
2 , respectively~see Fig. 5!.

A. Generalized impedance matrix of a master-
structure plate coupled with its fuzzy substructures

Using the same notation as in Sec. I A and denoting
random displacementur asUr , the boundary value problem
related to plate~r! of the master structure coupled with its
attached fuzzy substructures is written as

2v2r rUr22ivj r~r rDr !
1/2

“

2Ur1Dr “
4Ur

5 f r in V r ,

Ur50 on ]V r ,

Mnr
5Mr ,fuz

1 on G r ,fuz
1 , ~18!

Mnr
5Mr ,fuz

2 on G r ,fuz
2 ,

Mnr
50 on ]V r \$G r ,fuz

1 øG r ,fuz
2 %,

in which Mr ,fuz
1 andMr ,fuz

2 are the moments induced by the
two attached fuzzy substructures on plate~r! of the master
structure. The fuzzy structure theory gives the expression of
these momentsMr ,fuz

l for l 51 or 2,

Mr ,fuz
l ~v;s!5E

Gr ,fuz
l

ivZr ,fuz
l ~v;s,s8!

]Ur~v;s8!

]nr
ds8,

~19!

in which random variableZr ,fuz
l (v;s,s8) is written as

ivZr ,fuz
l ~v;s,s8!5$2v2Sr ,fuz

l ~v!

1 ivDr ,fuz
l ~v!%dG

r ,fuz
l ~s82s!, ~20!

where dG
r ,fuz
l is the Dirac function and whereZr ,fuz

l (v)

52v2Sr ,fuz
l (v)1 ivDr ,fuz

l (v) is the homogeneous fuzzy
impedance law of fuzzy substructurel such that

Sr ,fuz
l ~v!5Sr ,mean

l ~v!1(
j 51

4

Xr , j
l Sr , j ,rand

l ~v!, ~21!

Dr ,fuz
l ~v!5Dr ,mean

l ~v!1(
j 51

4

Xr , j
l Dr , j ,rand

l ~v!. ~22!

FIG. 3. Modulus~in dB! of the frequency response function for the accel-
eration at pointx1 of the master structure: master structure not coupled with
the complex substructures~thin solid line!; master structure coupled with the
complex substructures~thick solid line!.

FIG. 4. Modulus~in dB! of the frequency response function for the accel-
eration at pointx2 of the master structure: master structure not coupled with
the complex substructures~thin solid line!; master structure coupled with the
complex substructures~thick solid line!. FIG. 5. Model of the reference complex structure by fuzzy structure theory.
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In Eqs.~21! and ~22!, $Xr ,1
l ,Xr ,2

l ,Xr ,3
l ,Xr ,4

l % are mutually in-
dependent second-order normalized random variables~cen-
tered and with a variance of 1! with a uniform probability
distribution over@2),)# and

Sr ,mean
l ~v!5vmI r

l nI r
l rR~v;lr

l !, ~23!

Sr ,1,rand
l ~v!5vmI r

l nI r
l

l r ,1
l

A3
rR~v;lr

l !, ~24!

Sr ,2,rand
l ~v!5vmI r

l nI r
l

A3

l r ,2
l aI r

l JI 5~v;lr
l !, ~25!

Sr ,3,rand
l ~v!5vmI r

l nI r
l

A3

l r ,3
l aI r

l JI 4~v;lr
l !, ~26!

Sr ,4,rand
l ~v!5vmI r

l nI r
l

l r ,4
l

A3
aI r

l ~k0~v!1JI 3~v;lr
l !!, ~27!

in which lr
l 5(l r ,1

l ,l r ,2
l ,l r ,3

l ,l r ,4
l ) and

Dr ,mean
l ~v!5

p

2
v2mI r

l nI r
l r I~v;lr

l !, ~28!

Dr ,1,rand
l ~v!5

p

2
v2mI r

l nI r
l

l r ,1
l

A3
r I~v;lr

l !, ~29!

Dr ,2,rand
l ~v!5

p

2
v2mI r

l nI r
l

A3

l r ,2
l

3Fk1~v!
l r ,2

l 2

3
~12aI r

l !1aI r
l JI 2~v;lr

l !G ,
~30!

Dr ,3,rand
l ~v!5

p

2
v2mI r

l nI r
l

A3

l r ,3
l aI r

l JI 1~v;lr
l !, ~31!

Dr ,4,rand
l ~v!5

p

2
v2mI r

l nI r
l

l r ,4
l

A3
aI r

l ~JI 0~v;lr
l !2k1~v!!.

~32!

In Eqs. ~23!–~32!, functions rR, r I , k0 , k1 , JI 0 , JI 1 ,
JI 2 , JI 3 , JI 4 , andJI 5 are explicitly defined in Appendix~Ref.
23, pp. 368 to 370!. The functions defined by Eqs.~23! to
~32! depend on mean coefficients~or mean parameters!
which are the mean coefficients of the participating inertial
momentmI r

l (v), the mean rate of internal dampingjI r
l (v),

the mean modal densitynI r
l (v) and the mean equivalent cou-

pling factoraI r
l (v) and their associated deviation coefficients

l r ,1
l (v), l r ,2

l (v), l r ,3
l (v), andl r ,4

l (v), respectively. Mean
coefficient mI r

l (v) is described by the dimensionless mean
coefficientnI r

l (v) which is such that

mI r
l ~v!5nI r

l ~v!
Ir

l

uG r ,fuz
l u

, ~33!

in which Ir
l is an arbitrary reference inertial moment and

uG r ,fuz
l u is the measure ofG r ,fuz

l ~equal toLr1 or Lr2). It is
assumed that a direct estimation of mean coefficientsjI r

l (v)
andnI r

l (v) can be obtained. Since the junction between plate
~r! of the master structure and fuzzy substructurel is con-
tinuous, the fuzzy structure theory yieldsaI r

l !1. In order to
construct the generalized impedance matrix of plate~r! of the

master structure coupled with its fuzzy substructures, we use
the Ritz–Galerkin method introduced in Sec. I A. The
boundary value problem defined by Eq.~18! is then solved
by introducing normal modes defined by Eq.~2! and their
corresponding eigenfrequencies defined by Eq.~3!. The finite
dimension approximation of fieldUr is again denoted asUr

and is written as

Ur~v,x,y!5 (
bPBr

Qr b~v!w r b~x,y!. ~34!

As in Sec. I A, we introduce the vectorQr(v) such that

Qr~v!5$Qr b~v!%bPBr
, ~35!

and for all realv, vectorQr(v) is the solution of the com-
plex matrix equation iv(@Zr(v)#1@Zr ,fuz(v)#)Qr(v)
5fr(v) in which @Zr(v)# is given by Eq.~5! and@Zr ,fuz(v)#
is the generalized impedance complex dense matrix such that

@Zr ,fuz~v!#bb85@Zr ,mean~v!#bb81@Zr ,rand~v!#bb8 , ~36!

in which

iv@Zr ,mean~v!#bb85(
l 51

2

$2v2Sr ,mean
l ~v!

1 ivDr ,mean
l ~v!%

3E
Gr ,fuz

l

]w r b8
]nr

~s!
]w r b

]nr
~s! ds

~37!

and

iv@Zr ,rand~v!#bb85(
l 51

2

(
j 51

4

Xr , j
l $2v2Sr , j ,rand

l ~v!

1 ivDr , j ,rand
l ~v!%

3E
Gr ,fuz

l

]w r b8
]nr

~s!
]w r b

]nr
~s! ds.

~38!

B. Method for constructing the random response of
the fuzzy structure

The coupling between the two plates of the master struc-
ture is written using Lagrange multipliers as in Sec. I C. The
generalized impedance matrix of the fuzzy structure is then
written as

F iv~@Zmast~v!#1@Zmean~v!#1@Zrand~v!#! @Bmast#
T

@Bmast# 0 G
3FQmast~v!

Pmast~v! G5F fmast~v!

0 G , ~39!

in which @Zmast(v)# is defined by Eq.~14!, vectorQmast(v)
is such that

Qmast~v!5~Q1~v!,Q2~v!!, ~40!

in which Qr(v) is defined by Eq.~35!, Pmast(v) is the vector
of the generalized coordinates of the Lagrange multipliers
related to the coupling between the two plates of the master
structure and where
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@Zmean~v!#5F @Z1,mean~v!# 0

0 @Z2,mean~v!#
G , ~41!

@Zrand~v!#5F @Z1,rand~v!# 0

0 @Z2,rand~v!#
G , ~42!

in which @Zr ,mean(v)# and @Zr ,rand(v)# are defined by Eqs.
~37! and~38!, respectively. Equation~39! can be rewritten as

F iv@Zdet~v!#1 iv@Zrand~v!# @Bmast#
T

@Bmast# 0 G FQmast~v!

Pmast~v! G
5F fmast~v!

0 G , ~43!

in which @Zdet(v)#5@Zmast(v)#1@Zmean(v)# is a determinis-
tic impedance matrix. The method used to solve Eq.~43! is
based on the use of the Neumann series expansion. Conse-
quently, we rewrite Eq.~43! as

F iv@Zdet~v!# @Bmast#
T

@Bmast# 0 G FQmast~v!

Pmast~v! G
5F fmast~v!2 iv@Zrand~v!#Qmast~v!

0 G , ~44!

and the inverse matrix of the matrix appearing on the left-
hand side of Eq.~44! is denoted as@Tdet(v)# ~if this matrix is
not invertible due to redundant equations induced by mul-
tiple connectivities in the master structure, then the method
presented in Sec. I C should be used to construct@Tdet(v)#;
for the present reference complex structure, since the master
structure has only two plates, the matrix is invertible!. We
obtain the solutionQmast(v) such that

Qmast~v!5@Tdet~v!#~ fmast~v!

2 iv@Zrand~v!#Qmast~v!!. ~45!

Equation ~45! is rewritten as (@ I d#1 iv@Tdet(v)#
3@Zrand(v)#)Qmast(v)5@Tdet(v)#fmast(v) in which @ I d# is
the identity matrix. An approximation of the inverse of ma-
trix ( @ I d#1 iv@Tdet(v)#@Zrand(v)#) is calculated using Neu-
mann’s series expansion limited to order 2 and yields (@ I d#
1 iv@Tdet(v)#@Zrand(v)#)21.@ I d#1(k51

2 (2 iv@Tdet(v)#
3@Zrand(v)#)k. SolutionQmast(v) can be written as

Qmast~v!5Qdet~v!1Qrand~v!, ~46!

in which

Qdet~v!5@Tdet~v!#fmast~v!, ~47!

Qrand~v!5Qrand
~1! ~v!1Qrand

~2! ~v!, ~48!

with

Qrand
~1! ~v!52 iv@Tdet~v!#@Zrand~v!#Qdet~v!, ~49!

Qrand
~2! ~v!52 iv@Tdet~v!#@Zrand~v!#Qrand

~1! ~v!. ~50!

From Eqs.~34!, ~35!, ~40!, ~46!–~50!, we deduce that in a
point (x,y) of plate ~r! of the master structure, the random
response can be written as

Ur~v,x,y!5Ur ,det~v,x,y!1Ur ,rand~v,x,y!, ~51!

Ur ,rand~v,x,y!5(
l 51

16

Ur ,l ,rand
~1! ~v,x,y!Xl

1(
l 51

16

(
l 851

16

Ur ,l l 8,rand
~2!

~v,x,y!XlXl 8 ,

~52!

in which Xl is the lth coordinate of vector
(X1,1

1 ,...,X1,4
1 ,...,X2,4

2 ). The mean value and the variance of
Ur(v,x,y) are denoted asE$Ur(v,x,y)% and VUr

(v,x,y),
respectively, and are defined by

E$Ur~v,x,y!%5Ur ,det~v,x,y!1E$Ur ,rand~v,x,y!%,
~53!

and

VUr
~v,x,y!5E$uUr~v,x,y!2E$Ur~v,x,y!%u2%. ~54!

In order to get more information about the random response
level dBr(v,x,y)520 log10(uUr(v,x,y)u) of plate ~r! ex-
pressed in dB, we construct the envelope of this random
response in dB introducing the mean response level in dB:

dBr
0~v,x,y!520 log10~ uE$Ur~v,x,y!%u!. ~55!

The upper envelopedBr
1(v,x,y) is then defined by

P~dBr
2~v,x,y!,dBr~v,x,y!<dBr

1~v,x,y!!5Pc ,
~56!

in which the lower envelope is such that

FIG. 6. Confidence region defined by the upper and lower envelopes of the
frequency-response-function modulus corresponding to a given probability
level.

FIG. 7. Geometrical shape of the domain in which the solution of the opti-
mization problem belongs.
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dBr
2~v,x,y!52 dBr

0~v,x,y!2dBr
1~v,x,y!. ~57!

In Fig. 6, the gray region represents the confidence region
defined by the upper and lower envelopes of the frequency-
response-function modulus corresponding to a given prob-
ability level Pc . We construct the upper envelope using Che-
bychev’s inequality which can be written as

P~ uUr~v,x,y!2E$Ur~v,x,y!%u>ar~v,x,y!!

<
VUr

~v,x,y!

ar~v,x,y!2 , ~58!

in which VUr
(v,x,y) is given by Eq.~54!. Inequality ~58!

yields

P~dBr
2~v,x,y!,dBr~v,x,y!,dBr

1~v,x,y!!>Pc ,
~59!

in which dBr
2(v,x,y) is defined by Eq.~57! and

dBr
1~v,x,y!520 log10~ uE$Ur~v,x,y!%u1ar~v,x,y!!,

~60!

in which ar(v,x,y) is such that

Pc512
VUr

~v,x,y!

ar~v,x,y!2 . ~61!

The confidence region calculated using the envelope defined
by Eq. ~59! is overestimated by comparison with a calcula-
tion made using Eq.~56!, but the calculation is faster due to
the use of an explicit numerical calculation ofE$Ur(v,x,y)%
andVUr

(v,x,y).

III. ESTIMATION OF FUZZY STRUCTURE MEAN
PARAMETERS

The fuzzy impedance law mean parametersaI r
l andnI r

l of
the fuzzy substructures introduced in Sec. II A have to be
estimated. Concerning mean parameteraI r

l , we know that
aI r

l !1 due to the continuous junctions. A sensitivity analysis
with respect to this mean parameter was performed27 and
showed that the frequency-independent values

aI 1
15aI 1

25aI 2
15aI 2

250.005, ~62!

were a good approximation. Concerning mean parameternI r
l ,

we use the statistical energy approach introduced in Ref. 24
but using the following cost function27

J~nO !5(
r 51

2

~^P r ,diss~ t;nO ;0!&2^P r ,diss
MSE ~ t !&!2, ~63!

in which nO5(nI 1
1,nI 1

2,nI 2
1,nI 2

2); ^P r ,diss(t;nO ;0)& is the mean
power dissipation in plate~r! of the master structure of the

FIG. 8. Dimensionless mean coefficientsnO in log10 : mean coefficientnI 1
1

~thin solid line!; mean coefficientnI 1
2 ~thin dashed line!; mean coefficientnI 2

1

~thick solid line!; mean coefficientnI 2
2 ~thick dashed line!.

FIG. 9. Modulus~in dB! of the frequency response function for the accel-
eration at pointx0 of the master structure: response of the reference complex
structure~thin solid line!; mean response of the fuzzy structure~thick solid
line!.

FIG. 10. Modulus~in dB! of the frequency response function for the accel-
eration at pointx1 of the master structure: response of the reference complex
structure~thin solid line!; mean response of the fuzzy structure~thick solid
line!.

FIG. 11. Modulus~in dB! of the frequency response function for the accel-
eration at pointx2 of the master structure: response of the reference complex
structure~thin solid line!; mean response of the fuzzy structure~thick solid
line!.
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fuzzy structure, calculated using the fuzzy structure model;
^P r ,diss

MSE (t)& is the mean power dissipation in plate~r! of the
master structure of the reference complex structure, esti-
mated using statistical energy analysis applied to the refer-
ence complex structure. These mean power dissipations are
calculated for a limited band time-stationary stochastic exci-
tation force applied to the master structure.23,24 Conse-
quently, the estimationnO* of nO is given by solving the fol-
lowing optimization problem:24

J~nO* !5min
nO>0

J~nO !, ~64!

in which nO>0 meansnI 1
1>0, nI 1

2>0, nI 2
1>0, andnI 2

2>0. The
optimization problem defined by Eq.~64! is not easy to solve
because cost functionJ is not convex and each evaluation of
J(nO ) needs an evaluation of^P r ,diss(t;nO ;0)&. Consequently,
we developed27 an algorithm with two main steps. In the first
step, a neighborhoodD containing solutionnO* is constructed
using a random search algorithm. DomainD is described by
the polar coordinates~r,u! such that

nO5r
u

iui2
, ~65!

and is defined by

D5$rP#rmin ,rmax@ ,uP@0,1#4%. ~66!

The random search method is performed using a logarithmic
scale for variabler. In Fig. 7, the gray region illustrates the
D region dimension 2. In the second step, the optimization
problem defined by Eq.~64! is rewritten as

J~nO* !5 min
nOPD

J~nO !, ~67!

and is solved using sequential quadratic programming28

~SQP!.

IV. VALIDATION

A. Description of the fuzzy structure modeling the
reference complex structure

The frequency band of analysis isB5@0,1000# Hz.
Band B is written as the union of 10 frequency sub-bands
with a bandwidth of 100 Hz. Since the plate damping rate
and the oscillator damping rates of each complex substruc-
ture are equal to 0.003, the mean rate of internal damping of
each fuzzy substructure is taken equal to 0.003 over bandB.
The mean modal densities of the fuzzy substructures are
equal to the mean modal densities of the systems constituted
of the plates coupled with their attached oscillators. They are
taken as constant over each frequency sub-band and are such
thatnI 1

15nI 2
150.393 s/rad andnI 1

25nI 2
250.388 s/rad. The mean

equivalent coupling factors of the fuzzy substructures are
such thataI 1

15aI 1
25aI 2

15aI 2
250.005 and are constant over

bandB. The arbitrary reference inertial moments of the fuzzy
substructures are such thatI1

15I2
158.85 kg3m2 and I1

2

5I2
254.925 kg3m2. Each mean coefficient of the partici-

pating inertial moment of a fuzzy substructure is taken as-
constant over each frequency sub-band. These mean coeffi-
cients are estimated using the method presented in Sec. III.
The values obtained fornI 1

1>0, nI 1
2>0, nI 2

1>0, andnI 2
2>0,

expressed in log10, are presented in Fig. 8 as a function of
the frequency.

FIG. 12. Modulus~in dB! of the frequency response function for the accel-
eration at pointx0 of the master structure: response of the reference complex
structure~thick solid line!; confidence region defined by the upper and lower
envelopes predicted by the fuzzy structure theory and corresponding to a
probability level equal to 0.95.

FIG. 13. Modulus~in dB! of the frequency response function for the accel-
eration at pointx1 of the master structure: response of the reference complex
structure~thick solid line!; confidence region defined by the upper and lower
envelopes predicted by the fuzzy structure theory and corresponding to a
probability level equal to 0.95.

FIG. 14. Modulus~in dB! of the frequency response function for the accel-
eration at pointx2 of the master structure: response of the reference complex
structure~thick solid line!; confidence region defined by the upper and lower
envelopes predicted by the fuzzy structure theory and corresponding to a
probability level equal to 0.95.
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B. Mean response

We consider the mean response of the fuzzy structure
with zero deviation coefficients. Figures 9–11 show the
modulus~in dB! of the frequency response function for the
acceleration at pointsx0 , x1 , andx2 of the master structure;
the thin solid lines represent the response of the reference
complex structure and the thick solid lines represent the
mean response of the fuzzy structure. It can be seen that the
fuzzy structure’s mean response with zero deviation coeffi-
cients gives a good representation of the reference complex
structure response.

C. Envelopes

We consider the envelopes of the fuzzy structure re-
sponse with nonzero deviation coefficients. The deviation
coefficients associated with the participating inertial mo-
ments and the modal densities are nonzero and are taken as
l1,1

1 5l1,1
2 5l2,1

1 5l2,1
2 5l1,3

1 5l1,3
2 5l2,3

1 5l2,3
2 50.3 whereas

those associated with internal damping rates and equivalent
coupling factors are taken equal to zerol1,2

1 5l1,2
2 5l2,2

1

5l2,2
2 5l1,4

1 5l1,4
2 5l2,4

1 5l2,4
2 50. Figures 12–14 show the

modulus~in dB! of the frequency response function for the
acceleration at pointsx0 , x1 , andx2 of the master structure;
the thick solid lines represent the response of the reference
complex structure and the gray region represents the confi-
dence region defined by the upper and lower envelopes pre-
dicted by the fuzzy structure theory and corresponding to a
probability level equal to 0.95. It can be seen that the re-
sponses of the reference complex structure belong to this
confidence region. Consequently, the prediction is satisfac-
tory and this example validates the fuzzy structure theory for
continuous junctions~line couplings!.

V. CONCLUSION

This paper constitutes a first validation of the fuzzy
structure theory for continuous junctions~line couplings! be-
tween the master structure and the fuzzy substructures. In
particular, the capability of this theory to model fuzzy sub-
structures constituted of local modes and equipment should
be noted. The mean response function calculated by the
fuzzy structure theory with zero deviation coefficients gives
a good representation of the reference complex structure re-
sponse and calculation of the envelopes with nonzero devia-
tion coefficients based on the use of a second-order Neu-
mann series expansion and Chebychev’s inequality is very
efficient. In addition, we have introduced a new cost function
allowing estimation of the fuzzy structure parameters and we
have proved that the statistical energy approach proposed in
this procedure is very efficient. This procedure for estimating
the fuzzy structure parameters, validated by numerical simu-
lation, opens the field to experimental identifications.

APPENDIX: DEFINITIONS FOR THE FUNCTIONS IN
EQS. „23…–„32…

FunctionrR(v;lr
l ) is defined by

rR~v;lr
l !5~aI r

l 21!k0~v;lr
l !1aI r

l JI 3~v;lr
l !,

k0(v;lr
l ) is given by

k0~v;lr
l !5@vnI r

l #211@12v3$nI r
l %3~12$l r ,3

l %2!#21,

function r I(v;lr
l ) is defined by

r I~v;lr
l !5~12aI r

l !k1~v;lr
l !1aI r

l JI 0~v;lr
l !,

k1(v;lr
l ) is given by

k1~v;lr
l !54jI r

l @pvnI r
l #21.

For kP$0,1,2,3,4,5%, functionsJI k(v;lr
l ) are defined by

JI k~v;lr
l !5

1

4 E21

1

dy2E
21

1

dy3 Jk~v;jI r
l ~1

1l r ,2
l y2!,l r ,3

l y3!,

with

J0~v;x,y!5~11y!@pA12x2#21

3@arctanY1~v;x,y!2arctanY2~v;x,y!#,

J1~v;x,y!5yJ0~v;x,y!,

J2~v;x,y!5~jI r
l !21~x2jI r

l !J0~v;x,y!,

J3~v;x,y!5@vnI r
l #212~11y!

3@4A12x2#21 ln@N~v;x,y!/D~v;x,y!#,

J4~v;x,y!5yJ3~v;x,y!,

J5~v;x,y!5~jI r
l !21~x2jI r

l !J3~v;x,y!.

FunctionY6(v;x,y) is defined by

Y6~v;x,y!5~u6~v;y!1x2!@xA12x2#21,

in which

u6~v;y!5@~16t~v;y!!221#/2,

with

t~v;y!5@2vnI r
l ~11y!#21.

FunctionsN(v;x,y) andD(v;x,y) are defined by

N~v;x,y!5@U1~v;y!1W1~v;x,y!#

3@U2~v;y!2W2~v;x,y!#,

D~v;x,y!5@U1~v;y!2W1~v;x,y!#

3@U2~v;y!1W2~v;x,y!#,

in which

U6~v;y!52~u6~v;y!11!,

W6~v;x,y!52A12x2@16t~v;y!#.
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Modal cross-couplings are sometimes neglected in the prediction of sound field and structural
responses of vibroacoustic systems where an enclosed sound field is coupled to a vibrating boundary
structure. In such systems, there are two types of modal cross-couplings and they are commonly
referred to as acoustic modal cross-coupling~ACC! and structural modal cross-coupling~SCC!. The
prediction errors generated from neglecting either of these cross-couplings are dependent not only
on the modal properties of the vibroacoustic system~e.g., modal densities, dampings, etc.!, but also
on whether the sound field or the structure is directly driven. However, the physical mechanisms and
characteristics of both cross-couplings are not well understood and, consequently, the conditions
when ACC or SCC has a significant contribution to the system responses become unknown. This
paper presents a mathematical description which allows the two types of modal cross-couplings to
be studied independently. This description is then used to obtain the physical mechanisms and
features of both cross-couplings. The effects of each type of cross-couplings on the system
responses are then investigated and the general conditions under which these modal cross-couplings
may be ignored are underlined. ©2000 Acoustical Society of America.@S0001-4966~00!04603-8#

PACS numbers: 43.40.Dx, 43.40.Rj@CBB#

INTRODUCTION

Modal analysis has been widely used to study the re-
sponse of vibroacoustic systems and sound radiation from
structures. In the analysis, cross-coupling between acoustic
modes~ACC! ~i.e., inter-modal coupling between acoustic
modes! and/or cross-coupling between structural modes
~SCC! ~i.e., inter-modal coupling between structural modes!
usually occur. In systems where a structure is radiating
sound to a free space, only SCC occurs, and it is induced by
the mutual interactions between acoustic fields generated by
different structural modes. The structural modes are cross-
coupled to each other through their impedance terms, and,
thus, the response of each structural mode is dependent on
the responses of all the other structural modes. For such sys-
tems, the role and significance of SCC in the prediction of
structural sound radiation have been widely studied,1–6 and
SCC is sometimes neglected in the prediction of sound trans-
mission through structures.7 In vibroacoustic systems which
consist of an enclosure with locally reactive boundaries, only
ACC occurs, and it is induced by the finite impedances of the
boundaries. Acoustic modes are cross-coupled to each other
through impedance terms of the boundaries which describe
acoustic modal dampings. Thus, the response of each acous-
tic mode is dependent on the responses of all the other acous-
tic modes. For such vibroacoustic systems, effects of ACC
on the enclosed sound field response have also been well-
studied and general criteria related to the negligence of ACC
in the prediction of the sound field response are
well-established.8–12

In vibroacoustic systems which consist of an enclosure
with modally reactive boundaries, for example, a flexible
vibrating structure backed by an enclosure, both ACC and
SCC occur. Acoustic modes of the enclosed sound field are

cross-coupled to each other through their couplings with
structural modes, and the structural modes are cross-coupled
to each other through their couplings with the acoustic
modes. Thus, the predictions of both the structural and sound
field responses become complicated as couplings between
various structural and acoustic modes have to be considered.
To circumvent the lengthy numerical solutions and compli-
cated phenomena in the coupled system responses, SCC is
sometimes neglected in the modal coupling analysis.13–17

This cross-coupling is also neglected in the development of
high frequency methods such as the asymptotic modal
analysis.18 Significance of SCC to the structural response of
the coupled system has been studied and Guyaderet al.19

show that the negligence of SCC in the prediction of struc-
tural acoustic radiation is well-adapted for the case of light
fluid coupling. Pretlove20 investigates the first few structural
modes and he shows that the effect of SCC on the modal
response of the structural modes is insignificance except
when the structure is very thin and the backing enclosure is
very shallow. However, the roles of both ACC and SCC are
hidden in the complicated details of the modal coupling
analysis and therefore, characteristics of the cross-couplings
are not well understood. Consequently, the negligence of ei-
ther ACC or SCC in the prediction of the structural and
sound field responses of such coupled system has not been
clearly justified. Even the negligence of modal cross-
couplings in the early development of statistical energy
analysis~SEA! has to rely on various assumptions including
the weak coupling assumption~for example, see Refs. 21 and
22!.

The aim of this paper is to obtain a physical insight into
the mechanisms involved in both ACC and SCC in vibroa-
coustic systems which consist of an enclosure with modally
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reactive boundaries. Air-structural coupling is considered,
and a mathematical description which allows the two types
of modal cross-couplings to be studied independently is pre-
sented. Physical features of ACC and SCC are then obtained
and effects of the cross-couplings on the sound field and
structural responses of the system at steady-state are investi-
gated. Although a significant and comparable reduction of
computational effort in the prediction of the system re-
sponses can be achieved when either ACC or SCC is
neglected,23 it is shown in this paper that the negligence of
ACC incurs different prediction errors to that of the negli-
gence of SCC. The characteristics of the errors under differ-
ent system modal properties are studied and general criteria
related to the negligence of ACC and SCC in the prediction
of the system responses are then established. Some physical
aspects related to the cross-couplings, such as the phenom-
enon of redistributions of resonance frequencies and modal
dampings of structural and acoustic modes, are also dis-
cussed.

I. MODAL COUPLING ANALYSIS

A. Mathematical descriptions of cross-couplings
in the modal response of acoustic and structural
modes

The vibroacoustic system considered here consists of an
enclosed sound field which couples with a flexible vibrating
plate-type structure. The system response is described by the
sound pressure,p, and the structural velocity,v. In a modal
coupling analysis, they are expressed in terms of the normal
modes of the sound field and the structure as

p5(
i 51

N

PiFai , ~1!

v5(
j 51

M

VjFs j , ~2!

wherePi andVj are, respectively, the complex pressure and
velocity modal amplitudes of thei th acoustic mode andj th
structural mode.Fai and Fs j are acoustic and structural
mode shape functions. By introducing the modal coupling
analysis into the system equations of motion, a set of system
modal equations can be obtained where the steady-statePi

and Vj can be solved.24 They can be decomposed into two
parts such thatPi5Pi

D1Pi
C and Vj5Vj

D1Vj
C . The contri-

butions from the excitation source and/or acoustic-structural
modal couplings to each modal amplitude are described by
Pi

D and Vj
D . The contributions from acoustic–acoustic

~ACC! or structural–structural~SCC! modal couplings are
described byPi

C and Vj
C . These contributions depend on

whether the sound field or the structure is directly excited.

1. Direct sound field excitation

If the sound field is directly excited by a distributed
steady-state sound source and the structure is driven through
coupling with the sound field, the vibroacoustic system
modal equations obtained from the modal coupling analysis
are23

Pi5HaiE
V0

qFai dV2HaiAs(
j 51

M

VjBj ,i , ~3!

Vj5Hs j(
k51

N

PkBj ,k , ~4!

where

Hai5 j v~r0c0!2/Mai~vai
2 2v21 j haivai

2 !, ~5!

Hs j5 j vAs /Ms j~vs j
2 2v21 j hs jvs j

2 !, ~6!

Mai5r0E
V0

Fai
2 dV, ~7!

Ms j5rshE
As

Fs j
2 dA, ~8!

Bj ,i5
1

As
E

As

Fs jFai dA. ~9!

hai , hs j , vai , vs j are acoustic and structural modal loss
factors and resonance frequencies.Bj ,i is the modal coupling
coefficient between thei th acoustic mode andj th structural
mode,V0 is the volume of the enclosure,q is the volume
velocity of the sound source per unit volume of the enclo-
sure,r0 is air density,c0 is speed of sound in air, andAs , h,
andrs are, respectively, surface area, thickness, and density
of the structure. By substituting Eq.~4! into ~3! and then
splitting ACC terms, it can be shown that the corresponding
Pi

C andPi
D are

Pi
CuACC52

As(kÞ1
N Pk( j 51

M Hs jBj ,iBj ,k

~1/Hai! 1As( j 51
M Hs jBj ,i

2 , ~10!

Pi
DuACC5E

V0

qFai dVY S 1

Hai
1As(

j 51

M

Hs jBj ,i
2 D . ~11!

Pi
DuACC accounts for direct excitation of thei th acoustic

mode by the sound source@i.e., the numerator in Eq.~11!#.
The participation of structural modes inPi

DuACC @i.e., second
term of the denominator in Eq.~11!# provides shift in reso-
nance frequency and damping to the acoustic mode. These
will be discussed in details in Sec. II.Pi

CuACC accounts for
indirect excitation of thei th acoustic mode by other acoustic
modes~ACC! @i.e., throughPk wherekÞ i in Eq. ~10!#. The
main role of the structural modes inPi

CuACC is to act as a
bridge to cross-couple thei th acoustic mode to other acoustic
modes@see the numerator in Eq.~10!#. Therefore, the total
ACC contribution to the mode described byPi

CuACC, relative
to Pi

DuACC ~i.e., ratio of Pi
CuACC to Pi

DuACC!, is significantly
controlled by the structural modal properties described by
Hs j , as well as the degree of spatial couplings between the
acoustic and structural modes described byBj ,i and Bj ,k .
Thus,Pi

CuACC at resonance of thei th acoustic mode is only
significant when this mode is well coupled in terms of reso-
nance frequency proximity~well coupled condition25,26! to
the structural modes. However, the well coupled condition
does not have to be satisfied for low order acoustic or struc-
tural modes which have strong spatial couplings, i.e., large
Bj ,i and/orBj ,k .
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Vj
D and Vj

C associated with ACC can be obtained by
substitutingPk in Eq. ~4! with Pi

DuACC andPi
CuACC:

Vj
DuACC5Hs j(

i 51

N Bj ,i*V0
qFai dV

1/Hai1As( l 51
M HslBl ,i

2 , ~12!

Vj
CuACC52Hs j(

i 51

N Bj ,iAs(kÞ i
N Pk( l 51

M HslBl ,iBl ,k

1/Hai1As( l 51
M HslBl ,i

2 . ~13!

Vj
DuACC describes the excitation of thej th structural mode by

all directly excited acoustic modes. The main role of the
acoustic modes inVj

DuACC is to couple the structural mode to
the sound source@see Eq.~12!#. Vj

CuACC describes the exci-
tation of the j th structural mode by all indirectly excited
acoustic modes. The total ACC contribution to the response
of this structural mode is accounted for, by the participation
of acoustic modes inVj

CuACC @i.e., throughPk wherekÞ i in
Eq. ~13!#. Since structural modes play a main role in the
acoustic–acoustic modal couplings~ACC! as described be-
fore, the contribution ofVj

CuACC relative toVj
DuACC ~i.e., ratio

of Vj
CuACC to Vj

DuACC! is still greatly controlled by the struc-
tural modal properties described byHsl , apart fromBj ,i ,
Bl ,i , andBl ,k @see the numerator in Eq.~13!#.

As Pi
CuACC andVj

CuACC have been expressed in terms of
the total ACC contribution, they can be, respectively, used to
evaluate the effect of ACC onPi and Vj . Mathematically,
the modal amplitudes,Pi and Vj , can also be expressed in
terms of structural–structural modal couplings~SCC!. By
substituting Eq.~3! into ~4! and then splitting SCC terms, it
can be shown that the correspondingVj

C andVj
D are

Vj
CuSCC52

As(kÞ j
M Vk( i 51

N HaiBj ,iBk,i

~1/Hs j! 1As( i 51
N HaiBj ,i

2 , ~14!

Vj
DuSCC5(

i 51

N

Bj ,iHaiE
V0

qFai dVYS 1

Hs j
1As(

i 51

N

HaiBj ,i
2 D .

~15!

Vj
DuSCC accounts for direct excitation of thej th structural

mode by acoustic modes. The main roles of the acoustic
modes inVj

DuSCC are to couple the structural mode to the
sound source and to provide shift in resonance frequency and
damping to the mode. These are, respectively, accounted for,
in the numerator and denominator in Eq.~15!. ThusVj

DuSCC

in Eq. ~15! has a different physical meaning toVj
DuACC in Eq.

~12!. Vj
CuSCC accounts for indirect excitation of thej th struc-

tural mode by other structural modes~SCC! @i.e., throughVk

wherekÞ j in Eq. ~14!#. The main role of the acoustic modes
in Vj

CuSCC is to act as a bridge to cross-couple thej th struc-
tural mode to other structural modes@see the numerator in
Eq. ~14!#. Therefore, the total SCC contribution to the mode
described byVj

CuSCC, relative toVj
DuSCC ~i.e., ratio ofVj

CuSCC

to Vj
DuSCC!, is significantly controlled by the acoustic modal

properties described byHai , as well as the degree of spatial
couplings between the acoustic and structural modes de-
scribed byBj ,i and Bk,i . Thus,Vj

CuSCC at resonance of the
j th structural mode is only significant when this mode is well
coupled to the acoustic modes. Again, the well coupled con-
dition does not have to be satisfied for low order acoustic or

structural modes which have strong spatial couplings, i.e.,
largeBj ,i and/orBj ,k .

Pi
D and Pi

C expressed in terms of SCC are obtained by
substitutingVj in Eq. ~3! with Vj

DuSCC andVj
CuSCC:

Pi
DuSCC5HaiE

V0

qFai dV

2Hai(
j 51

M Bj ,iAs(k51
N Bj ,kHak*V0

qFak dV

1/Hs j1As(k51
N HakBj ,k

2 , ~16!

Pi
CuSCC5Hai(

j 51

M Bj ,iAs
2(kÞ j

M Vk( l 51
N HalBj ,lBk,l

1/Hs j1As(k51
N HakBj ,k

2 . ~17!

Pi
DuSCC describes the excitation of thei th acoustic mode by

the sound source and all directly excited structural modes.
Pi

CuSCC describes the excitation of thei th acoustic mode by
all indirectly excited structural modes. The total SCC contri-
bution to the response of this acoustic mode is accounted for,
by the participation of structural modes inPi

CuSCC @i.e.,
throughVk wherekÞ j in Eq. ~17!#. Since acoustic modes
play a main role in the structural–structural modal couplings
~SCC! as described before, the contribution ofPi

CuSCC rela-
tive to Pi

DuSCC ~i.e., ratio ofPi
CuSCC to Pi

DuSCC! is still signifi-
cantly controlled by the acoustic modal properties described
by Hal , apart fromBj ,i , Bj ,l , andBk,l @see the numerator in
Eq. ~17!#. Pi

CuSCC and Vj
CuSCC in the above can be, respec-

tively, used to evaluate the effect of SCC onPi and Vj as
they have been expressed in terms of the total SCC contri-
bution.

2. Direct structural excitation

If the structure is now directly driven by some mechani-
cal forces and/or an external pressure field and the enclosed
sound field is driven by the vibrating structure only, the
modal equations for the vibroacoustic system become

Pi52HaiAs(
j 51

M

VjBj ,i , ~18!

Vj5Hs j(
k51

N

PkBj ,k2
Hs j

As
E

As

pextFs j dA. ~19!

pext is the distributed sound pressure on the external surface
of the boundary structure. By substituting Eq.~19! into ~18!
and then splitting ACC terms, it can be shown that

Pi
DuACC5(

j 51

M

Bj ,iHs jE
As

pextFs jdAYS 1

Hai
1As(

j 51

M

Hs jBj ,i
2 D ,

~20!

andPi
CuACC is given in Eq.~10!. SubstitutingPk in Eq. ~19!

with Eqs.~20! and ~10! gives

Vj
DuACC52

Hs j

As
E

As

pextFs j dA

1Hs j(
i 51

N Bj ,i(k51
M Bk,iHsk*As

pextFsk dA

1/Hai1As(k51
M HskBk,i

2 ,

~21!
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andVj
CuACC is given in Eq.~13!. However if Eq.~18! is now

substituted into~19! and then the SCC terms are split, it can
be shown thatVj

D andVj
C associated with SCC are

Vj
DuSCC52

1

As
E

As

pextFs j dAYS 1

Hs j
1As(

i 51

N

HaiBj ,i
2 D ,

~22!

andVj
CuSCC is given in Eq.~14!. SubstitutingVj in Eq. ~18!

with Eqs.~22! and ~14! yields

Pi
DuSCC5Hai(

j 51

M Bj ,i*As
pextFs j dA

1/Hs j1As(k51
N HakBj ,k

2 , ~23!

and Pi
CuSCC is given in Eq.~17!. The physical meanings of

Pi
DuACC, Vj

DuACC, Vj
DuSCC, andPi

DuSCC in Eqs. ~20! to ~23!
are analogous to that for the case of direct sound field exci-
tation in the preceding section. In summary, for direct struc-
tural excitation, the effect of ACC and SCC on the modal
response of acoustic and structural modes can also be exam-
ined using the same expressions given in Eqs.~10!, ~13!,
~14!, and ~17!. However, the components corresponding to
the direct coupling/excitation are different to that for direct
sound field excitation because in this case, the excitation is
directly on the structure.

B. Mathematical descriptions of cross-couplings
in the sound field and structural responses

Regardless of whether the sound field or the structure is
directly excited, asPi and Vj have been previously ex-
pressed in terms of either the total ACC or SCC contribution,
both the sound field and structural responses can now be
decomposed into the direct coupling/excitation part as well
as the cross-couplings~either ACC or SCC! part. These can
be obtained by first substitutingPi

D andPi
C into Eq.~1!, and

Vj
D andVj

C into Eq. ~2!:

p5(
i 51

N

Pi
DFai1(

i 51

N

Pi
CFai , ~24!

v5(
j 51

M

Vj
DFs j1(

j 51

M

Vj
CFs j . ~25!

Then, the time-averaged mean-square sound pressure and ve-
locity are obtained as

p25 1
2pp* 5 1

2~ I D1I C!, ~26!

v25 1
2vv* 5 1

2~JD1JC!, ~27!

where

I D5S (
i 51

N

Pi
DFaiD S (

i 51

N

Pi
DFaiD *

, ~28!

I C5S (
i 51

N

Pi
CFaiD S (

i 51

N

Pi
CFaiD *

1S (
i 51

N

Pi
CFaiD

3S (
i 51

N

Pi
DFaiD *

1S (
i 51

N

Pi
CFaiD * S (

i 51

N

Pi
DFaiD ,

~29!

JD5S (
j 51

M

Vj
DFs jD S (

j 51

M

Vj
DFs jD *

, ~30!

JC5S (
j 51

M

Vj
CFs jD S (

j 51

M

Vj
CFs jD *

1S (
j 51

M

Vj
CFs jD

3S (
j 51

M

Vj
DFsi D *

1S (
j 51

M

Vj
CFs jD * S (

j 51

M

Vj
DFs jD .

~31!

The asterisk denotes a complex conjugate.I D andJD are the
parts which describe the contributions of the direct coupling/
excitation.I C andJC are the parts which describe the contri-
butions of the cross-couplings. The last two terms, respec-
tively, in I C and JC , describe the correlation between the
direct coupling/excitation and the cross-couplings because
the terms contain phase relations between the direct
coupling/excitation and the cross-couplings. Therefore, in
contrast toI D andJD , I C andJC are not positive definite. It
can be seen that the cross-couplings contribution to either the
sound field or structural response depends on the superposi-
tion of various acoustic or structural modes. If acoustic
modes superimpose in such a way that the magnitude ofI C is
equal or greater than half of the magnitude ofI D , then the
cross-couplings have pronounced effect on the sound field
response. Similarly, if structural modes superimpose in such
a way that the magnitude ofJC is equal or greater than half
of the magnitude ofJD , then the cross-couplings have pro-
nounced effect on the structural response. It has been obvi-
ous from the preceding section that even thoughPi

5Pi
DuACC1Pi

CuACC5Pi
DuSCC1Pi

CuSCC and Vj5Vj
DuACC

1Vj
CuACC5Vj

DuSCC1Vj
CuSCC, the ACC contribution to both

the sound field and structural responses, as well as the errors
due to the negligence of ACC in the prediction of those
responses, are different from that for the case of SCC. This is
because Pi

DuACCÞPi
DuSCC, Pi

CuACCÞPi
CuSCC, Vj

DuACC

ÞVj
DuSCC, and Vj

CuACCÞVj
CuSCC. Hence, I DuACCÞI DuSCC,

I CuACCÞI CuSCC, JDuACCÞJDuSCC, andJCuACCÞJCuSCC, even
though I DuACC1I CuACC5I DuSCC1I CuSCC and JDuACC

1JCuACC5JDuSCC1JCuSCC.

II. APPARENT RESONANCE FREQUENCIES
AND APPARENT MODAL LOSS FACTORS

From the modal coupling analysis, it can be seen from
Eqs.~3!–~6!, ~18!, and~19! that the coupled response of each
acoustic mode~i.e., Pi! and each structural mode~i.e.,Vj !, is
not only dependent on the uncoupled acoustic and structural
resonance frequencies~vai and vs j!, and uncoupled modal
loss factors~hai andhs j!, but also on the couplings between
acoustic and structural modes. Therefore, these quantities are
related to each other, and thus bothPi andVj can actually be
interpreted, respectively, as the response for the coupled/
apparent resonance frequency and coupled/apparent loss fac-
tor of thei th acoustic mode and thej th structural mode. The
coupled/apparent resonance frequency and coupled/apparent
loss factor, are the redistributed versions of the uncoupled
resonance frequency and uncoupled loss factor of the mode,
and they are functions of acoustic-structural couplings. The
subsequent section shows that the apparent resonance fre-
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quency and apparent loss factor of each mode can be math-
ematically separated into two parts; one part corresponds to
the uncoupled resonance frequency or uncoupled loss factor,
and the other part corresponds to acoustic-structural cou-
plings. The couplings part can be further expressed in terms
of either ACC or SCC because it also depends on cross-
couplings. Since both ACC and SCC have different physical
mechanisms, their contributions to the apparent resonance
frequency and apparent loss factor of each coupled mode, are
also different.

A. Mathematical descriptions in terms of acoustic
cross-couplings „ACC…

Pi
DuACC andPi

CuACC derived in Sec. I A can be rewritten
as

Pi
DuACC5FaiYS 1

Hai
1

Gai
D

Pi
D , ~32!

Pi
CuACC52Gai

C YS 1

Hai
1

Gai
D

Pi
D . ~33!

Gai
D contains direct coupling terms andGai

C contains the ACC
terms, and they are given by

Gai
D 5PiAs(

j 51

M

Hs jBj ,i
2 , ~34!

Gai
C 5As(

kÞa

N

Pk(
j 51

M

Hs jBj ,iBj ,k . ~35!

The forcing function of thei th acoustic mode,Fai , is given
by

~36a!
Fai55

E
V0

qFai dV for direct sound field excitation,

(
j 51

M

Bj ,iHs jE
As

pextFs j dA

for direct structural excitation. ~36b!

By adding Eqs.~32! and ~33!, it can be shown that

Pi

Hai
1Gai

D 1Gai
C 5Fai . ~37!

By substituting Eq.~5! for Hai into Eq. ~37! and with some
algebraic manipulation, it can be shown that

Pi$Mai@~vai
c !22v21 j hai

c vai
2 #%5 j v~r0c0!2Fai , ~38!

where

~vai
c !25vai

2 1Re@ j v~r0c0!2~Gai
D 1Gai

C !/PiMai#, ~39!

hai
c 5hai1Im@ j v~r0c0!2~Gai

D 1Gai
C !/PiMaivai

2 #. ~40!

Re@ # and Im@ #, respectively, denotes the real and imaginary
parts of the complex quantity. From Eq.~38!, the coupled
acoustic mode is at resonance whenv5vai

c , and under this
condition,vai

c in Eq. ~39! is the coupled/apparent resonance
frequency andhai

c in Eq. ~40! is the coupled/apparent loss
factor of the mode in free vibration. It can be seen from Eqs.
~39! and~40! that bothvai

c andhai
c are, respectively, related

to vai and hai , as well as to acoustic-structural couplings.
Since the couplings part depends onPi , the solutions tovai

c

and hai
c require either the solution toPi or an iterative

method. It is obvious from Eqs.~39! and ~40! that the parts
which describe the couplings, redistributevai andhai to vai

c

and hai
c , and the redistributions are controlled byGai

D and
Gai

C . Thus, as far as Eq.~39! is concerned, negligence of
ACC ~i.e., Gai

C ! means a different redistribution ofvai . This
effect is shown as either an increase or a drop invai

c , de-
pending onGai

D , Gai
C , and Pi . As far as Eq.~40! is con-

cerned, negligence of ACC also means a different redistribu-
tion of hai and this effect is shown as either an increased or
a decreasedhai

c , depending also onGai
D , Gai

C , andPi . How-
ever, if Gai

C is neglected, thenPi will varnish if Eq. ~34! is
substituted into~40!, and thereafter, the imaginary term in
Eq. ~40! can be shown to be positive definite after Eq.~6! has
been substituted forHs j . Thus, negligence of ACC always
causes the coupling to provide added damping to uncoupled
acoustic modes~i.e., hai

c .hai!.
For the structural response, the previously obtained

Vj
DuACC andVj

CuACC can be written as

Vj
DuACC5Hs jS Fs j1(

i 51

N

Bj ,i Pi
DuACCD , ~41!

Vj
CuACC5Hs j(

i 51

N

Bj ,i Pi
CuACC, ~42!

where the forcing function of thej th structural mode is

~43a!

Fs j5H 0 for direct sound field excitation,

2
1

As
E

As

pextFs j dA

for direct structural excitation. ~43b!

By adding Eqs.~41! and ~42!, it can be shown that

Vj S 1

Hs j
2

1

Vj
(
i 51

N

Bj ,i Pi
CuACCD 5Fs j1(

i 51

N

Bj ,i Pi
DuACC.

~44!

By substituting Eq.~6! for Hs j into Eq. ~44! and with some
algebraic manipulation, Eq.~44! becomes

Vj$Ms j@~vs j
c !22v21 j hs j

c vs j
2 #%

5 j vAsFFs j1(
i 51

N

Bj ,i Pi
DuACCG , ~45!

where

~vs j
c !25vs j

2 2ReF j vAs(
i 51

N

Bj ,i Pi
CuACC/VjMs jG , ~46!

hs j
c 5hs j2ImF j vAs(

i 51

N

Bj ,i Pi
CuACC/VjMs jvs j

2 G . ~47!

From Eq.~45!, the coupled structural mode is at resonance
when v5vs j

c . Under this condition,vs j
c in Eq. ~46! is the
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coupled/apparent resonance frequency andhs j
c in Eq. ~47! is

the coupled/apparent loss factor of the mode in free vibra-
tion. It is obvious from Eqs.~46! and ~47! that acoustic-
structural couplings redistributevs j andhs j to vs j

c andhs j
c ,

and the redistributions are controlled by ACC. Therefore,
when ACC is ignored~i.e., Pi

CuACC50!, it is evident thatvs j
c

becomes the uncoupled resonance frequency andhs j
c be-

comes the uncoupled loss factor of the mode. Thus, in con-
trast to the case for acoustic modes, neglecting ACC in the
prediction of the response of structural modes means thatvs j

and hs j are not redistributed at all. Note that the forcing
function is also redistributed due to couplings but the redis-
tribution is not controlled by cross-couplings@see Eq.~45!#.

B. Mathematical descriptions in terms of structural
cross-couplings „SCC…

Mathematical expressions for the apparent resonance
frequencies and apparent loss factors of thei th acoustic
mode and j th structural mode which are associated with
SCC, are of similar forms to that associated with ACC
above. Thus, a summary of expressions is given here without
any lengthy descriptions. For the case of the structural re-
sponse,Vj

DuSCC andVj
CuSCC can be rewritten as

Vj
DuSCC5Fs jYS 1

Hs j
1

Gs j
D

Vj
D , ~48!

Vj
CuSCC52Gs j

C YS 1

Hs j
1

Gs j
D

Vj
D , ~49!

where

Gs j
D 5VjAs(

i 51

N

HaiBj ,i
2 , ~50!

Gs j
C 5As(

kÞ j

M

Vk(
i 51

N

HaiBj ,iBk,i . ~51!

In the above,Gs j
D contains the direct coupling term andGs j

C

contains the SCC term. For the case of direct structural ex-
citation, Fs j , is given by Eq.~43b!. For the case of direct
sound field excitation, it is

Fs j5(
i 51

N

Bj ,iHaiE
V0

qFai dV. ~52!

By adding Eqs.~48! and ~49!, using Eq.~6! for Hs j , and
with some algebraic manipulation, it can be shown thatVj is
related tovs j

c andhs j
c as

Vj$Ms j@~vs j
c !22v21 j hs j

c vs j
2 #%5 j vAsFs j , ~53!

where

~vs j
c !25vs j

2 1Re@ j vAs~Gs j
D 1Gs j

C !/VjMs j#, ~54!

hs j
c 5hs j1Im@ j vAs~Gs j

D 1Gs j
C !/VjMs jvs j

2 #. ~55!

As far as Eq.~54! is concerned, negligence of SCC~i.e.,Gs j
C !

means a different redistribution ofvs j and this effect is
shown as either an increase or a drop invs j

c , depending on
Gs j

D , Gs j
C , and Vj . As far as Eq.~55! is concerned, negli-

gence of SCC also means a different redistribution ofhs j .

This effect is shown as either an increased or a decreased
hs j

c , depending also onGs j
D , Gs j

C , andVj . However, ifGs j
C

is neglected, thenVj will varnish if Eq. ~50! is substituted
into ~55!. Thereafter, the imaginary term in Eq.~55! can be
shown to be positive definite after Eq.~5! has been substi-
tuted for Hai . Thus, negligence of SCC always causes the
coupling to provide added damping to uncoupled structural
modes~i.e., hs j

c .hs j!.
Pi

D and Pi
C associated with SCC as derived in Sec. I A

can be rewritten as

Pi
DuSCC5HaiS Fai2As(

j 51

M

Bj ,iVj
DuSCCD , ~56!

Pi
CuSCC52HaiAs(

j 51

M

Bj ,iVj
CuSCC. ~57!

For the case of direct sound field excitation,Fai , is given in
Eq. ~36a!. For the case of direct structural excitation,Fai

50. By adding Eqs.~56! and~57!, and then using Eq.~5! for
Hai , it can be shown that

Pi$Mai@~vai
c !22v21 j hai

c vai
2 #%

5 j v~r0c0!2FFai2As(
j 51

M

Bj ,iVj
DuSCCG , ~58!

where

~vai
c !25vai

2 1ReF j v~r0c0!2As(
j 51

M

Bj ,iVj
CuSCC/PiMaiG ,

~59!

hai
c 5hai1ImF j v~r0c0!2As(

j 51

M

Bj ,iVj
CuSCC/PiMaivai

2 G .

~60!

It can be seen from Eqs.~59! and~60! that acoustic-structural
couplings redistributevai and hai to vai

c and hai
c , and the

redistributions are controlled by SCC. Therefore, when SCC
is ignored~i.e., Vj

CuSCC50!, it is evident thatvai
c becomes

the uncoupled resonance frequency andhai
c becomes the un-

coupled loss factor of the mode. Thus, in contrast to the case
for structural modes, neglecting SCC in the prediction of the
response of acoustic modes means thatvai andhai are not
redistributed at all. Note that the forcing function is also
redistributed due to couplings but the redistribution is not
controlled by cross-couplings@see Eq.~58!#.

III. COMPUTATIONAL EXAMPLES

A. Physical features of ACC and SCC

Mathematical descriptions obtained in the preceding
sections are used to investigate characteristics of ACC and
SCC in this section. A rectangular cavity of dimensions
~0.868, 1.150, 1.000! m which couples with a 0.868
31.150 m2 rectangular simply supported aluminum plate lo-
cated atz51.000 m is used. The characteristics are studied
and compared for the cases of direct acoustic excitation in
the cavity and direct mechanical excitation on the plate.
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1. Direct sound field excitation

For the case of direct acoustic excitation, a monopole
source located at a cavity corner@(x,y,z)5(0,0,0) m# is
used in this section. Effect of excitation positions on the
characteristics of ACC and SCC will be explained in Sec.
III A 3. For the convenience of calculations, all acoustic
modes are assumed to have the same decay time and this is
also applicable to all plate modes. Although this choice of
equal decay times may affect the contributions of both ACC
and SCC to the sound field and plate responses, it does not
affect the corresponding physical features of the cross-
couplings because the mechanisms in both cross-couplings
do not change.

Figure 1 showsuPi
Cu and uPi

Du of acoustic mode~2,3,1!
~resonance frequency,f (2,3,1)5622.9 Hz!, associated with
ACC and SCC ~i.e., uP(2,3,1)

C uACCu, uP(2,3,1)
D uACCu,

uP(2,3,1)
C uSCCu, and uP(2,3,1)

D uSCCu!, for the case of the corner
excitation in the frequency range of 550–750 Hz. Plate
thickness of 2 mm~modal density,np50.168 Hz21!, and
some combinations of acoustic and plate modal decay times
~Ta andTp! shown are used. A peak atf (2,3,1), respectively,
in uP(2,3,1)

D uACCu and uP(2,3,1)
D uSCCu, indicates the sound source

contribution to the response of mode~2,3,1! at resonance. On
the other hand, the peaks inuP(2,3,1)

C uACCu and uP(2,3,1)
C uSCCu

indicate cross-coupling contributions to the mode from plate
modes and other acoustic modes. Guided by Table I which
shows details of acoustic and plate modes that couple with
mode~2,3,1! in the frequency range of interest, Fig. 1 shows
that the peaks inuP(2,3,1)

C uACCu and uP(2,3,1)
C uSCCu appear at

f (2,3,1) and at the resonance frequencies of those modes listed
in Table I. The peaks due to the acoustic and plate modes
are, respectively, labeled ‘‘a’’ and ‘‘ p’’ in the figure. There
can be more than one mode at a single peak where an over-
lapping of modes occurs. SinceuP(2,3,1)

D uACCu and
uP(2,3,1)

D uSCCu due to the sound source, mainly account for the
response of mode~2,3,1! at resonance,f (2,3,1), it is obvious
that uP(2,3,1)

C uACCu and uP(2,3,1)
C uSCCu contain much details of

the couplings between the mode and the plate modes, and
details of the cross-couplings between the mode and other
acoustic modes. Therefore, the so-called plate-controlled
peaks and cavity-controlled peaks27 at resonance or off-
resonance of mode~2,3,1! may either disappear or have dif-
ferent response if eitheruP(2,3,1)

C uACCu or uP(2,3,1)
C uSCCu is not

included the prediction of the sound field response, but both
are, respectively, comparable in magnitude touP(2,3,1)

D uACCu
and uP(2,3,1)

D uSCCu. However, the response atf (2,3,1) is most
important because mode~2,3,1! has the largest response
there. Since the mechanism of SCC atf (2,3,1) involves cross-
couplings between plate modes through mode~2,3,1!, the
contribution ofuP(2,3,1)

C uSCCu relative touP(2,3,1)
D uSCCu at reso-

nance is mainly controlled by the properties of this mode.
Because this mode is at resonance, it can be seen from Fig. 1
that uP(2,3,1)

C uSCCu at f (2,3,1) is relatively large compared to
uP(2,3,1)

D uSCCu. In the case of ACC, the mechanism atf (2,3,1)

involves cross-couplings between mode~2,3,1! and other
acoustic modes through the plate modes. Therefore, the
properties of the plate modes mainly control the contribution
of uP(2,3,1)

C uACCu relative to uP(2,3,1)
D uACCu. Since there are no

plate modes that well-couple in terms of resonance frequency
proximity to mode~2,3,1!, uP(2,3,1)

C uACCu is much smaller than
uP(2,3,1)

D uACCu as shown in the figure. It can also be seen that
regardless of ACC or SCC, changingTp only affects the
responses at the plate resonance frequencies while changing
Ta only affects the responses at the cavity resonance fre-
quencies. If the acoustic and plate modes have very close or
same resonance frequencies, then changing eitherTp or Ta

will affect the responses at both the plate and cavity reso-
nance frequencies. ReducingTa andTp means the resistance
of the acoustic and plate modes in acquiring energy has in-

FIG. 1. uPi
Cu anduPi

Du of mode~2,3,1!, for h52 mm and direct sound field
excitation at~0.0, 0.0, 0.0! m. ‘‘a’’ denotes cavity-controlled peaks and ‘‘p’’
denotes plate-controlled peaks.

TABLE I. Acoustic and plate modes which couple with acoustic mode
~2,3,1! in frequency range 550–750 Hz, for the plate-cavity system of di-
mensions~0.868, 1.150, 1.000! m andh52 mm.

Acoustic modes and their
resonance frequencies~Hz!

Panel modes and their resonance
frequencies~Hz!

~0,3,2! 565.4 ~9,4! 564.2
~2,3,0! 598.7 ~3,12! 570.0
~2,1,3! 667.6 ~9,6! 635.6
~0,3,3! 683.8 ~7,10! 663.5
~2,3,2! 690.5 ~5,12! 670.2
~0,1,4! 704.1 ~1,14! 705.4
~0,5,0! 747.8 ~9,8! 735.4
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creased. Thus, the contribution of ACC or SCC is reduced if
the decay times are reduced. Observing the response at
f (2,3,1) again, due to the mechanism of SCC described above,
the contribution ofuP(2,3,1)

C uSCCu relative to uP(2,3,1)
D uSCCu is

shown in Fig. 1 to be significantly changed whenTa is ad-
justed while adjustingTp gives only little or no difference.
Also, due to the mechanism of ACC, it can be seen that
adjustingTp also gives little difference atf (2,3,1) since none
of the plates modes are located in the vicinity of mode
~2,3,1!. When Ta is adjusted, not much difference is also
observed in the relative contribution since bothuP(2,3,1)

C uACCu
and uP(2,3,1)

D uACCu are changed by almost the same amount.
When the plate thickness is changed toh51.96 mm, the

peak due to plate mode~9,6! at 636 Hz in Fig. 1 is shifted to
around 623 Hz~see Fig. 2! because of the change in reso-
nance frequency of the mode. As far as the mechanism of
ACC at f (2,3,1) is concerned, it can be seen from Fig. 2 that
the contribution ofuP(2,3,1)

C uACCu relative to uP(2,3,1)
D uACCu is

significantly changed whenTp is adjusted because the plate
mode is now well-coupled to mode~2,3,1!. Similar result can
also be seen whenTa is adjusted because the well-coupled
plate mode~9,6! and acoustic mode~2,3,1! now have more
pronounced effect on each other. Due to this same reason
and as far as SCC is concerned, the contribution of
uP(2,3,1)

C uSCCu relative to uP(2,3,1)
D uSCCu has a more distin-

guished change than before whenTp is adjusted. On the
other hand, the mechanism of SCC implies that adjustingTa

still significantly changes this relative contribution. All these
observations at aroundf (2,3,1) are evident in Fig. 2.

2. Direct structural excitation

For the case of direct structural excitation, the acoustic
source in the sound field is replaced by a mechanical point
force excitation on the plate. All acoustic modes are now
driven only through couplings with plate modes. A random
location of the excitation force is used and in this case, at
~0.152, 0.448! m. For this excitation, Fig. 3 shows

uP(2,3,1)
C uACCu, uP(2,3,1)

D uACCu, uP(2,3,1)
C uSCCu, and uP(2,3,1)

D uSCCu
for h52 mm and the same combinations ofTa and Tp as
used in Fig. 1. Similar to the results in Fig. 1, the peaks in
uP(2,3,1)

C uACCu and uP(2,3,1)
C uSCCu in Fig. 3 also indicate cross-

coupling contributions to mode~2,3,1! from plate modes and
other acoustic modes, whose details are shown in Table I.
uP(2,3,1)

D uACCu and uP(2,3,1)
D uSCCu have a peak atf (2,3,1) which

accounts for the response of mode~2,3,1! at resonance. They
also have peaks at the resonance frequencies of the plate
modes which account for direct acoustic-structural coupling
contributions to mode~2,3,1! from the plate modes. Since
the plate is directly excited, the plate modes contain most of
the system’s energy. Thus, at those peaks of the plate modes,
uP(2,3,1)

C uACCu and uP(2,3,1)
C uSCCu, respectively, has a compara-

tively large response touP(2,3,1)
D uACCu and uP(2,3,1)

D uSCCu.
Hence, compared to the case of direct sound field excitation,
the cross-couplings~both ACC and SCC! for the case of
direct structural excitation may contribute more to the re-
sponses of the plate-controlled peaks. At resonance of mode
~2,3,1!, f (2,3,1), it can be seen from Fig. 3 that the contribu-
tions of uP(2,3,1)

C uACCu relative to uP(2,3,1)
D uACCu, and

uP(2,3,1)
C uSCCu relative touP(2,3,1)

D uSCCu, are slightly larger than
that in Fig. 1 because of increased dominations of the plate
modes which have most of the system’s energy. However,

FIG. 2. uPi
Cu and uPi

Du of mode ~2,3,1!, for h51.96 mm and direct sound
field excitation at~0.0, 0.0, 0.0! m.

FIG. 3. uPi
Cu and uPi

Du of mode~2,3,1!, for h52 mm and direct plate exci-
tation at ~0.152, 0.448! m. ‘‘ a’’ denotes cavity-controlled peaks and ‘‘p’’
denotes plate-controlled peaks.
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the trends of these relative contributions with respect to the
change in eitherTa or Tp , can be seen to be still the same as
before even though the plate is now directly excited. This is
because the mechanisms of ACC and SCC have not changed
~note in Sec. I A that both cases of direct sound field excita-
tion and direct structural excitation share the common
Pi

CuACC and Pi
CuSCC!. Figure 4 shows results forh

51.96 mm where mode~2,3,1! is well-coupled to plate mode
~9,6! and now, adjusting eitherTa or Tp provides a more
distinguished change in the relative contributions of both
ACC and SCC.

3. Effect of excitation position on characteristics
of ACC and SCC

In the case of power flow between coupled oscillators,
modal cross-couplings have been shown mathematically to
depend on the location of the excitation source.28 Similarly,
regardless of whether the sound field or the structure is di-
rectly excited, it has been noted in the mathematical devel-
opments in Sec. I A that bothPi

D andVj
D are functions of the

distribution of the excitation source. Therefore, these direct
components are dependent on the location of the excitation
~defined in the acoustic or structural mode shape function!,
and the choice of excitation position will have influence on
Pi andVj , and hencePi

C andVj
C , since these quantities are

related to each other. The excitation position actually con-
trols the extent of each acoustic or structural mode being
directly driven by the excitation source.

For the case of direct sound field excitation, Fig. 1 has
shown results where all acoustic modes are directly excited
to maximum since for the corner excitation, the modes are
directly driven at their antinodal points. If the acoustic
modes are not directly driven to maximum, for example at an
off-antinodal point of~0.152, 0.448, 0.152! m, the features of
uP(2,3,1)

C uACCu, uP(2,3,1)
C uSCCu, uP(2,3,1)

D uACCu, and uP(2,3,1)
D uSCCu

as observed before can still be seen in Fig. 5~a!. However,
each individual peak there has lower response than before
because all the acoustic modes are not directly driven to

maximum, and thus, less energy is injected into the system
by the sound source. Since the cross-couplings do not change
proportionately with the contribution of the sound source
when the excitation position is changed, the contributions of
uP(2,3,1)

C uACCu relative touP(2,3,1)
D uACCu and uP(2,3,1)

C uSCCu, rela-
tive to uP(2,3,1)

D uSCCu, either at resonance or off-resonance of
mode~2,3,1!, will be different for different excitation posi-
tions @for example, compare Fig. 5~a! to Fig. 1~a!#. However,
at the resonance of the mode,f (2,3,1), it can be shown that
these relative contributions with respect to the change in ei-
ther Ta or Tp still have the similar trends as before because
the mechanisms of ACC and SCC have not changed. These
results are also applicable to other excitation positions. How-
ever, there are a few excitation positions~e.g., the middle of
a cavity edge! where mode~2,3,1! is excited at its nodal
point and is not directly driven at all. In such a case, the
sound source will not directly contribute to mode~2,3,1! in
the case of ACC~i.e., P(2,3,1)

D uACC50! as Pi
DuACC is greatly

dependent on the excitation position@see Eq.~11!#. This
leaves onlyP(2,3,1)

C uACC to contribute to the response of the
mode since other acoustic modes are still directly excited by
the sound source and then, cross-couple with the mode. In
the case of SCC,P(2,3,1)

D uSCC shows a less dependence on the
excitation position thanP(2,3,1)

D uACC because it is contributed
by direct acoustic-structural couplings when the mode is di-
rectly driven at its nodal point by the sound source@see Eq.
~16!#. In this case,P(2,3,1)

D uSCC may still contribute to the
response of the mode in addition toP(2,3,1)

C uSCC.
Figure 5~b! shows results for direct plate excitation at

~0.434, 0.2875! m. At this excitation position, some plate
modes which couple with mode~2,3,1! are directly excited to
maximum since they are directly driven at their antinodal
points. However, at the same excitation position, other plate
modes which also couple with mode~2,3,1! are not directly

FIG. 4. uPi
Cu and uPi

Du of mode ~2,3,1!, for h51.96 mm and direct plate
excitation at~0.152, 0.448! m.

FIG. 5. uPi
Cu and uPi

Du of mode ~2,3,1!, for Ta51.0 s, Tp52.0 s, andh
52 mm, for~a! direct sound field excitation at~0.152, 0.448, 0.152! m, and
~b! direct plate excitation at~0.434, 0.2875! m. ‘‘a’’ denotes cavity-
controlled peaks and ‘‘p’’ denotes plate-controlled peaks.
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driven at all because they are directly excited at their nodal
points. Thus, some peaks due to the plate modes, in
P(2,3,1)

D uACC and P(2,3,1)
D uSCC as observed in Fig. 3 are no

longer seen in Fig. 5~b!. The responses at the remaining
peaks are slightly larger than before because more energy is
injected into the system by the driving force now as the
corresponding plate modes are directly excited at their anti-
nodal points. By comparing Fig. 5~b! to Fig. 3~a! it can be
seen that the contributions ofuP(2,3,1)

C uACCu relative to
uP(2,3,1)

D uACCu, and uP(2,3,1)
C uSCCu relative to uP(2,3,1)

D uSCCu, ei-
ther at resonance or off-resonance of mode~2,3,1!, are dif-
ferent for different excitation positions because the cross-
couplings do not change proportionately with the
contribution of the driving force when the excitation position
is changed. However, as the mechanisms of ACC and SCC
at f (2,3,1) have not changed, it can be shown that these rela-
tive contributions with respect to the change in eitherTa or
Tp still have the similar trends as before. At some special
excitation positions~e.g., middle of the plate!, all plate
modes which couple with mode~2,3,1! are directly excited at
their nodal points. In such a case, direct acoustic-structural
couplings in both cases of ACC and SCC will not contribute
to mode~2,3,1! at all ~i.e., P(2,3,1)

D uACC5P(2,3,1)
D uSCC50! as

both Pi
DuACC and Pi

DuSCC are greatly dependent on the exci-
tation position@see Eqs.~20! and ~23!#. Because the corre-
sponding plate modes are not excited, all other acoustic
mode which cross-couple with mode~2,3,1! are also not ex-
cited at all, and thus, there are also no cross-couplings~i.e.,
P(2,3,1)

C uACC5P(2,3,1)
C uSCC50!. Hence, mode~2,3,1! has no re-

sponse.
Although examples in Figs. 1–5 have been shown only

for acoustic mode~2,3,1!, other acoustic modes as well as
the plate modes, also exhibit the similar physical features of
ACC and SCC as shown by this mode. The only difference
between the features in the acoustic modes and those in the
plate modes, is the trends ofuVj

CuACCu relative to uVj
DuACCu,

anduVj
CuSCCu relative touVj

DuSCCu, with respect to the change
in either Ta or Tp . In the case of SCC, the mechanism at
resonance of a plate mode under consideration involves
cross-couplings between the mode and other plate modes
through acoustic modes. Thus, at the resonance, the proper-
ties of the acoustic modes mainly control the contribution of
uVj

CuSCCu relative to uVj
DuSCCu and adjustingTa will not sig-

nificantly change the relative contribution if none of the
acoustic modes are well-coupled to the plate mode. Simi-

larly, adjustingTp will also give little or no difference if the
well-coupled condition is not satisfied. In the case of ACC,
the mechanism at resonance of the plate mode involves
cross-couplings between acoustic modes through the plate
mode. Thus, the properties of this plate mode mainly control
the contribution ofuVj

CuACCu relative touVj
DuACCu at the reso-

nance of the mode, and adjustingTp will significantly
change the relative contribution regardless of whether the
well-coupled condition is satisfied or not. On the other hand,
adjustingTa will only produce a pronounced effect if the
well-coupled condition is satisfied.

B. Effects of ACC and SCC on the sound field
and plate responses

The effects of ACC and SCC on the sound field and
plate responses can be realized in terms of errors in the pre-
diction of those responses when either of these cross-
couplings is neglected. In this section, the characteristics of
the errors and their trends with the physical properties of the
plate-cavity system are obtained. The characteristics will
then be related to the physical features of ACC and SCC as
discussed in the preceding section.

1. Characteristics of errors in the plate-cavity system
responses

Table II shows the absolute errors in SPL in dB at a
cavity corner @(x,y,z)5(0.868,1.150,0.000) m#, generated
from ignoring ACC and SCC, respectively, under the same
conditions used in Figs. 1–4. The excitation frequency is 623
Hz where acoustic modes~2,3,1! and ~0,4,1! are dominant.
The errors shown are dependent on the contribution ofuPi

Cu
relative to uPi

Du of the dominant acoustic modes. As de-
scribed in Sec. III A, the contribution ofuP(2,3,1)

C uSCCu relative
to uP(2,3,1)

D uSCCu in the case of SCC, is larger than the contri-
bution of uP(2,3,1)

C uACCu relative touP(2,3,1)
D uACCu in the case of

ACC, and this is also similar for mode~0,4,1!. Thus, the SPL
errors due to neglecting SCC are generally larger than that
due to neglecting ACC as evident in Table II regardless of
whichever subsystem is excited or whether mode~2,3,1! is
well coupled to mode~9,6! or not. Whenh52 mm, Table II
shows that changing eitherTa or Tp has no significant effect
on the SPL errors generated from ignoring ACC while the
SPL errors generated from ignoring SCC are only signifi-
cantly affected by changingTa . Whenh51.96 mm, the er-
rors due to neglecting either ACC or SCC is larger than that

TABLE II. Absolute error in SPL~dB! at 623 Hz at~0.868,1.150,0.000! m in the cavity.

Directly
excited

subsystem

Ta51.0 s
Tp52.0 s

Ta51.0 s
Tp50.5 s

Ta52.0 s
Tp51.0 s

Ta50.5 s
Tp51.0 s

Neglect Neglect Neglect Neglect

ACC SCC ACC SCC ACC SCC ACC SCC

h52 mm
Sound field 0.2 3.1 0.2 3.0 0.2 11.7 0.2 0.5
Plate 0.0 5.5 0.3 5.5 0.6 13.1 0.1 1.6

h51.96 mm
Sound field 2.8 10.5 0.3 6.0 1.6 23.4 0.2 1.2
Plate 2.9 2.9 0.0 3.7 1.9 5.0 0.5 1.1
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for h52 mm because acoustic mode~2,3,1! is well-coupled
to plate mode~9,6!. These errors are also now significantly
affected by the change in eitherTa or Tp as can be seen from
Table II. These observations show that the characteristics of
errors in the sound field response are similar to the aforemen-
tioned behaviors of the contributions ofuPi

Cu relative touPi
Du

of dominant acoustic modes.
Table III shows the absolute errors~dB! in the plate

velocity level at~0.609, 0.881! m when either ACC or SCC
is ignored in the prediction of the plate response. The same
conditions used in Table II are used here. The excitation
frequency is 609 Hz where plate mode~1,13! is dominant
( f (1,13)5609.1 Hz). When Lz51.000 m, regardless of
whether the sound field or the plate is directly excited, Table
III shows that changing eitherTa or Tp only has small effects
on the velocity errors generated from ignoring SCC because
no acoustic modes are well-coupled to the dominant plate
mode. The errors generated from ignoring ACC are only
greatly affected by changingTp . When Lz50.975 m, the
errors incurred when either ACC or SCC is ignored are sig-
nificantly affected by the change in eitherTa or Tp as evident
in Table III because mode~1,13! is now well-coupled to
acoustic mode~2,2,2! ( f (2,2,2)5609.1 Hz). These results
show that the characteristics of errors in the plate response
are similar to the behaviors of the contributions ofuVj

Cu rela-
tive to uVj

Du of dominant plate modes as described in the
preceding section. Thus, the characteristics of the errors can

actually be obtained from the understanding of the aforemen-
tioned physical mechanisms of ACC and SCC.

2. Effects of excitation and observation positions
on errors in the plate-cavity system responses

As described in Sec. III A 3, the choice of excitation
position will have influence onPi andVj . This choice even-
tually affects the errors due to the negligence of ACC or
SCC in the prediction of the plate-cavity system responses.
In addition, the errors are also dependent on the observation
position. This is because the choice of observation position
controls how the various acoustic modes superimpose with
each other in the case of the sound field response and it also
controls the superposition of various plate modes in the case
of the plate response. For each of the responses, the obser-
vation position is, respectively, defined in the acoustic and
structural mode shape functions, and the relationships be-
tween the mode shape functions and the system responses
have been mathematically described in Sec. I B. Table IV
shows the SPL errors at 623 Hz for some combinations of
excitation and observation positions. For the case of direct
sound field excitation, the combinations include locations at
some randomly selected positions@e.g.,~0.152, 0.448, 0.152!
m, ~0.464, 0.423, 0.315! m, ~0.268, 0.319, 0.626! m#, corners
@e.g.~0.0, 0.0, 0.0! m, ~0.868, 1.15, 0.0! m#, middle of cavity
edges@e.g.,~0.0, 0.0, 0.5! m, ~0.0, 1.15, 0.5! m#, the middle
of a cavity boundary surface@e.g.,~0.434, 0.575, 0.0! m# and

TABLE III. Absolute error in velocity level~dB! at 609 Hz at~0.609, 0.881! m on the plate, forh52 mm.

Directly
excited

subsystem

Ta51.0 s
Tp52.0 s

Ta51.0 s
Tp50.5 s

Ta52.0 s
Tp51.0 s

Ta50.5 s
Tp51.0 s

Neglect Neglect Neglect Neglect

ACC SCC ACC SCC ACC SCC ACC SCC

Lz51.000 m
Sound field 3.5 1.8 1.3 0.6 2.2 1.2 2.3 0.7
Plate 0.9 0.7 0.0 0.5 0.0 0.6 0.1 0.5

Lz50.975 m
Sound field 9.2 3.9 5.5 4.2 9.7 9.7 5.2 1.1
Plate 3.5 0.1 0.2 0.0 1.1 0.2 0.8 0.1

TABLE IV. Absolute error in SPL~dB! at 623 Hz, forTa52.0 s,Tp51.0 s, andh52 mm.

Observation positions

Excitation positions

~0.868, 1.15, 0.0! m ~0.268, 0.319, 0.626! m ~0.0, 1.15, 0.5! m ~0.434, 0.575, 0.5! m

Neglect Neglect Neglect Neglect

ACC SCC ACC SCC ACC SCC ACC SCC

Direct and field excitation
~0.0, 0.0, 0.0! m 0.2 11.7 1.6 17.7 0.2 0.5 4.1 9.6
~0.152, 0.448, 0.152! m 0.0 10.0 0.4 8.7 19.2 5.7 1.8 2.4
~0.464, 0.423, 0.315! m 0.4 11.4 0.4 8.8 27.3 5.5 0.2 0.4
~0.0, 0.0, 0.5! m 11.3 14.4 2.0 2.8 0.2 0.0 0.1 0.1
~0.434, 0.575, 0.0! m 0.1 11.1 0.8 9.2 4.2 9.5 3.2 5.9

Direct plate excitation
~0.152, 0.448! m 0.6 13.1 0.4 1.6 1.6 2.7 2.6 2.9
~0.464, 0.423! m 0.2 0.3 0.5 10.9 4.5 3.6 15.7 8.8
~0.434, 0.2875! m 0.1 4.1 0.9 3.6 4.8 2.9 1.9 3.2
~0.434, 0.575! m 0.0 3.7 0.9 3.6 2.9 0.7 2.2 0.1
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the middle of the cavity@i.e., ~0.434, 0.575, 0.5! m#. For the
case of direct plate excitation, excitations at some random
positions@e.g., ~0.152, 0.448! m, ~0.464, 0.423! m#, as well
as at some distinct positions such as the middle of the plate
@i.e., ~0.434, 0.575! m# and at the nodal lines of some plate
modes@e.g.,~0.434, 0.2875! m#, are used in conjunction with
the few selected observation positions. It can be seen that the
SPL errors are different for different excitation and/or obser-
vation positions. When the direct sound field excitation is at
the corner or the random positions, and the SPL response is
observed at another corner or random position, the errors are
of about the same order of magnitude although individual
results vary. At distinct excitation and/or observation posi-
tions like the middle of the cavity, boundary surfaces or
edges, larger variations in the error are observed. At such
excitation positions, the excitation source and direct coupling
component of dominant acoustic modes may slightly or not
contribute to the SPL response as have been described in
Sec. III A 3, while at those distinct observation positions, the
response of the dominant modes may or may not be observ-
able. Thus, a considerable variation in the SPL error is ob-
served when the excitation and/or observation position is
changed from one distinct location to the other. The same
explanation is also applicable for the case of direct plate
excitation when the excitation and observation are at distinct
positions. The behavior of velocity errors with repect to ex-

citation and observation positions in the case of the plate
response is also similar to the behavior of the SPL errors
obtained from Table IV, and will not be shown here.

3. Distributions of errors in the plate-cavity system
responses

In this section, distributions of the errors are investigated
for broader frequency ranges. Figure 6 shows the SPL errors
at the same cavity corner for the same corner excitation as
used in Table II, for the frequency range 200–700 Hz. In
Fig. 6~a! and ~b!, h52 mm while in Fig. 6~c! and ~d!, h
54 mm ~low modal density,np50.084 Hz21!. When h
52 mm, it can be seen that negligence of SCC generates
larger localized errors than negligence of ACC due to the
reasons which have been explained in the previous sections.
The errors due to negligence of ACC is slightly larger than
that due to negligence of SCC at some frequencies where
plate modes are well coupled to dominant acoustic modes.
When h54 mm, the number of well coupled acoustic and
plate modes is small. In this case, the errors due to negli-
gence of either ACC or SCC are smaller than that forh
52 mm, regardless of whichever subsystem is directly ex-
cited. By comparing the case of direct sound field excitation
to the case of direct plate excitation~for both h52 mm and
h54 mm!, it is evident from Fig. 6 that negligence of either

FIG. 6. Absolute SPL error at~0.868,1.150, 0.000! m in the cavity forTa

51.0 s andTp51.0 s, for direct sound field excitation@~a! and ~c!#, and
direct plate excitation@~b! and ~d!#.

FIG. 7. Absolute error in velocity level at~0.609, 0.881! m on the plate for
Ta51.0 s andTp51.0 s, for direct sound field excitation@~a! and ~c!#, and
direct plate excitation@~b! and ~d!#.
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ACC or SCC in the latter generally generates larger errors
than the previous. This is because in the latter case, the plate
modes contain most of the system’s energy which increases
their dominations to both ACC and SCC.

Figure 7 shows the errors in the plate velocity level for
the same excitation and observation positions as used in
Table III. In contrast to the SPL errors, it can be seen that the
velocity errors in the case of direct sound field excitation are
generally larger than that in the case of direct plate excitation
because directly driven acoustic modes now contain most of
the system’s energy which increases their dominations to
both ACC and SCC. Also, the negligence of ACC generates
larger localized errors than the negligence of SCC. This is
because the mechanism of ACC at resonance of various plate
modes involves cross-couplings between acoustic modes
through the plate modes, and therefore, ACC is mainly con-
trolled by the properties of the plate modes as have been
described in Sec. III A. Thus, the contribution of ACC to the
plate response is large when it significantly depends on the
responses of the plate modes which are large at their reso-
nances. It can also be seen from Fig. 7 that the errors forh
54 mm are smaller than that forh52 mm because of the
small number of plate modes which are well-coupled with
acoustic modes. However, while the errors are reduced at
certain frequencies, they are increased at some other frequen-
cies especially higher frequencies. This is because lower or-
der plate modes are shifted to higher frequencies when the

plate thickness is changed from 2 to 4 mm. These lower
order plate modes have stronger spatial couplings with
acoustic modes, and therefore, larger errors are generated at
some higher frequencies when either ACC or SCC is ig-
nored.

The corresponding exact and approximated SPLs which
give rise to the errors shown in Fig. 6~a! and ~b! are pre-
sented in Fig. 8 for frequency range 550–650 Hz. According
to Sec. II, both ACC and SCC have effects on the apparent
resonance frequencies and apparent modal loss factors of
acoustic modes, regardless of whether the sound field or the
plate is directly excited. Thus, the SPL errors generated from
the negligence of either ACC or SCC can also be interpreted
as the difference between the exact SPL where acoustical
apparent resonance frequencies as well as loss factors of ex-
act distributions are employed, and the approximated SPL
where acoustical apparent resonance frequencies as well as
loss factors of different distributions are employed. This dif-
ference is observed either as shifts in the locations of reso-
nance peaks~due to a different distribution of apparent reso-
nance frequencies!, or higher or lower response of the peaks
~due to a different distribution of apparent modal loss fac-
tors!, or a combination of both. These are revealed in Fig. 8
by comparing the response magnitude at the peaks as well as
the location of these peaks in the exact and approximate
SPLs. The same phenomena can also be observed in the plate

FIG. 8. Approximated SPLs when ACC or SCC is ignored and exact SPL,
at ~0.868, 1.150, 0.000! m in the cavity forTa51.0 s, Tp51.0 s, andh
52 mm, for~a! direct sound field excitation, and~b! direct plate excitation.

FIG. 9. Approximated velocity levels when ACC or SCC is ignored and
exact velocity level, at~0.609, 0.881! m on the plate forTa51.0 s, Tp

51.0 s, andh52 mm, for ~a! direct sound field excitation, and~b! direct
plate excitation.
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velocity level. These are revealed in Fig. 9 which shows the
exact and approximated velocity levels that give rise to the
errors in Fig. 7~a! and ~b! for frequency range 550–650 Hz.

4. Effects of plate-cavity system properties on errors
in the system responses

In the previous sections, physical features of ACC and
SCC, and the effects of both cross-couplings on the sound
field and plate responses have been shown for a plate-cavity
system of fixed dimensions. For a plate-cavity system of dif-
ferent dimensions, the features of ACC and SCC, as well as
the characteristics of errors due to the negligence of either
cross-couplings, are still the same as before because the
physical mechanisms which govern both cross-couplings
have not changed. While the characteristics of both ACC and
SCC do not change, the relative contributions of the cross-
couplings to the system responses are different for each in-
dividual plate-cavity system of different dimensions. Thus, it

is also desired to investigate the influence of dimensions of
the plate-cavity system on the errors in the system responses
when either ACC or SCC is neglected. However, since there
are no scaling factors involved in the relative contributions
of the cross-couplings with respect to any physical properties
of the system including dampings, the trends and overall
effects of ACC and SCC on the sound field and plate re-
sponses will be obtained. It is also not the aim of this paper
to evaluate both cross-couplings for each particular applica-
tion and therefore, all results are made more general in this
section and are averaged/statistical quantities.

Absolute SPL errors~dB! at each discrete frequency of 1
Hz spacing in the frequency range 1–1000 Hz, are evaluated
for various combinations ofTa andTp extending over 4 de-
cades from 0.01 to 100.0 s, and for 40 plate-cavity systems,
each of different dimensions. Various combinations of exci-
tation and observation positions are used for both cases of

TABLE V. 95% confidence limit for the population of absolute errors in SPL~dB!, for frequency range 1–1000 Hz,h52 mm and various combinations of
excitation and observation positions in 40 plate-cavity systems of different dimensions.

Neglect Neglect Neglect Neglect Neglect

ACC SCC ACC SCC ACC SCC ACC SCC ACC SCC

~a! Direct sound field excitation
Tp 100.0 1.0 0.1 1.6 0.3 4.4 3.2 8.4 16.4 10.7 25.4

10.0 1.0 0.1 1.5 0.2 3.4 3.1 6.4 15.8 8.2 24.6
1.0 0.5 0.1 0.9 0.1 2.1 2.6 3.8 15.1 4.6 22.9
0.1 0.1 0.1 0.6 0.1 1.2 1.9 2.4 14.7 3.0 20.4
0.01 0.1 0.0 0.5 0.1 1.0 1.6 2.0 13.4 2.3 19.0

0.01 0.1 1.0 10.0 100.0
Ta

~b! Direct plate excitation
Tp 100.0 8.4 0.6 8.8 1.3 10.8 4.9 13.2 13.4 14.3 18.6

10.0 6.6 0.6 7.2 1.2 8.8 4.8 11.1 12.5 11.9 17.1
1.0 2.7 0.5 3.0 1.1 4.0 4.3 4.7 10.5 5.0 14.5
0.1 0.6 0.5 0.9 1.0 1.4 3.3 1.8 9.1 2.0 12.9
0.01 0.2 0.1 0.8 0.6 1.5 2.9 1.8 8.2 1.9 12.0

0.01 0.1 1.0 10.0 100.0
Ta

TABLE VI. 95% confidence limit for the population of absolute errors in velocity level~dB!, for frequency range 1–1000 Hz,h52 mm and various
combinations of excitation and observation positions in 40 plate-cavity systems of different dimensions.

Neglect Neglect Neglect Neglect Neglect

ACC SCC ACC SCC ACC SCC ACC SCC ACC SCC

~a! Direct sound field excitation
Tp 100.0 10.6 0.6 12.2 1.5 13.8 6.4 17.2 17.3 19.3 24.8

10.0 8.2 0.6 9.1 1.4 10.5 6.2 12.7 16.4 13.7 23.6
1.0 3.0 0.6 3.2 1.2 4.0 5.6 4.4 14.5 4.5 21.0
0.1 0.6 0.4 0.5 1.0 0.6 5.2 0.8 13.0 0.9 19.3
0.01 0.2 0.1 0.2 0.6 0.3 4.1 0.5 12.2 0.5 18.4

0.01 0.1 1.0 10.0 100.0
Ta

~b! Direct plate excitation
Tp 100.0 18.2 0.7 20.7 1.5 23.1 4.3 24.8 10.5 25.7 13.7

10.0 13.0 0.7 15.4 1.4 16.8 3.8 17.6 8.8 18.0 11.8
1.0 2.2 0.4 2.6 0.8 3.1 2.1 3.6 4.8 3.7 6.8
0.1 0.0 0.2 0.1 0.4 0.1 0.9 0.2 2.1 0.1 2.9
0.01 0.0 0.3 0.1 0.6 0.2 1.2 0.2 2.4 0.2 3.8

0.01 0.1 1.0 10.0 100.0
Ta
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direct sound field and direct plate excitations, and all results
are gathered to obtain a large population of SPL errors for
each combination ofTa and Tp . The 95% confidence limit
for the population is then obtained for each combination, and
it is defined as the bound within which 95% of the error
populations lie. The results are shown in Table V for the case
of direct sound field excitation and the case of direct plate
excitation, for some selected 25 combinations ofTa andTp .
It is evident that the SPL error associated with the negligence
of ACC changes significantly withTp as the relative contri-
bution of ACC is mainly controlled by the properties of plate
modes, whereas the SPL error associated with the negligence
of SCC changes significantly withTa as the relative contri-
bution of SCC is mainly controlled by the properties of
acoustic modes. This result is consistent with the mecha-
nisms of ACC and SCC described earlier on, and further

justifies the characteristics of errors obtained in the previous
sections. It can also be seen from Table V that the SPL errors
generated from ignoring either ACC or SCC are unaccept-
ably large~i.e., .3 dB! when eitherTa or Tp is in the order
of 1.0 s or more. All observations for the SPL errors are also
similar for the plate response whose 95% confidence limits
for the populations of absolute errors in the velocity level
~dB! are shown in Table VI. In general, negligence of ACC
in the prediction of the sound field and plate responses is
more favorable than negligence of SCC ifTa@Tp and vice
versa. It should be noted that there are no consistent trends of
the characteristics of the errors with the ratio of decay times
~i.e., eitherTp /Ta or Ta /Tp! because the errors are depen-
dent on individual decay times. In addition, some combina-
tions of differentTa andTp can give the same ratio of decay
times ~e.g., Ta5Tp5100.0 s gives the same ratio asTa

5Tp50.01 s!.
It is also of great interest to investigate the characteris-

tics of the errors for some widely used dimensionless param-
eters such as the slenderness ratio of the plate~i.e.,h/Ly! and
the aspect ratio of the cavity~i.e., Ly /Lx!. Absolute SPL and
velocity errors are also evaluated for the frequency range
1–1000 Hz and the 95% confidence limits for the popula-
tions of errors are obtained. The results for some selected 20
combinations ofh andLy are shown in Fig. 10 for the case of
the slenderness ratio of the plate. For the case of the aspect
ratio of the cavity, the results for some selected 20 combina-
tions of Lx and Ly are shown in Fig. 11. Similar excitation
and observation conditions used in Tables V and VI are used.
Other conditions used are shown in the captions of the fig-
ures. Figure 10 shows that the errors in both the sound field
and plate responses slowly vary with the slenderness ratio
except for the case of a thin plate~e.g., h51 mm!. The
trends of the errors with the ratio are not obvious but it can
be seen that larger errors are generated for thinner plates.
The trends of the errors in Fig. 11 are evidently increasing
with the aspect ratio and larger errors are generated for larger
dimensions ofLx . However, similar to the case of modal
decay times, it can be seen from Figs. 10 and 11 that the
errors in both the sound field and plate responses are largely
differed for different combinations ofh, Lx , and Ly even
though the combinations give the same slenderness ratio, or
the same aspect ratio. Thus, there are no obvious indications
of the order of magnitude of the errors for a given slender-

FIG. 10. 95% confidence limits for the population of absolute SPL errors
and the population of absolute errors in velocity level, as a function of the
plate slenderness ratio, for frequency range 1–1000 Hz,Ta5Tp51.0 s, Lx

51.302 m,Lz51.0 m, and various combinations of excitation and observa-
tion positions~dotted lines—negligence of ACC, solid lines—negligence of
SCC!.

FIG. 11. 95% confidence limits for the population of absolute SPL errors
and the population of absolute errors in velocity level, as a function of the
cavity aspect ratio, for frequency range 1–1000 Hz,Ta5Tp51.0 s, h
512 mm, Lz51.0 m, and various combinations of excitation and observa-
tion positions~dotted lines—negligence of ACC, solid lines—negligence of
SCC!.

FIG. 12. 95% confidence limits for the population of absolute SPL errors
and the population of absolute errors in velocity level, as a function of the
ratio of modal densities of the plate and the cavity, for frequency range
1–1000 Hz,Ta5Tp51.0 s,Lz51.0 m, and various combinations of excita-
tion and observation positions.
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ness ratio or aspect ratio. The results in Figs. 10 and 11 have
been rearranged in terms of the modal densities of the sound
field (na) and the plate which are functions of the dimen-
sions of the system. These are shown in Fig. 12. It can be
seen that the trends of the errors are increasing withnp /na

although individual results vary. The errors are unacceptably
and consistently large for largenp /na ~i.e., either a largenp

or a smallna or both!, regardless of whether ACC or SCC is
ignored, or whether the sound field or the plate is directly
excited. This is because whennp is large~e.g., thin or large
plate!, there are a large number of plate modes which are
well-coupled to acoustic modes, and whenna is small ~e.g.,
small or shallow cavity!, low order acoustic modes are dis-
tributed towards the medium and high frequency ranges. The
sudden increase in errors at around the unity ratio is an ex-
ample of the latter case for a very shallow cavity. These
observations are consistent with the conclusions obtained by
Pretlove20 earlier on.

Effects of the ratio of wavelength to cavity depth~i.e.,
l/Lz wherel52pc0 /v! on the characteristics of errors are
also investigated. Figure 13 shows the averaged errors in the
SPL and the velocity level in frequency bands of 40 Hz
bandwidth, for the frequency range 1–1000 Hz and four dif-
ferent cavity depths. The conditions of excitation and obser-

vation are the same as those used in Tables V and VI. It is
evident that in the low frequency range wherel/Lz@1, the
errors are much larger than that in the medium and high
frequency ranges because of the presence of low order mode
couplings. Due to the same reason also, larger errors are
observed for a shallower cavity~e.g.,Lz50.3 m!.

C. Effect of frequency and Õor space averaging

Frequency band-limited sound pressure and velocity
have some practical importance when the sound field or the
plate in the plate-cavity system is directly excited by a band
of noise. Therefore, effect of frequency averaging on the
cross-coupling contribution~either ACC or SCC! to the sys-
tem responses is studied. Figure 14~a! shows the direct
coupling/excitation components~0.5I DuACC and 0.5I DuSCC!
and the cross-coupling components~0.5I CuACC and
0.5I CuSCC! of the sound field response. The case of direct
plate excitation is illustrated here for the same conditions
used in Fig. 6~b!. These components have been derived and
explained in Sec. I B. Each peak or trough in the figure cor-
responds to one system mode~either an acoustic or a plate
mode!. The peaks or troughs may overlap if the resonance
frequencies of the system modes are close to each other. It
can be seen that the direct coupling/excitation components
are always positive while the cross-coupling components can
be either positive or negative. Thus, when the sound pressure
is averaged over a frequency bandDv which contains sev-

FIG. 13. Absolute SPL errors and absolute errors in velocity level, averaged
in 40 Hz frequency bands, as a function of the ratio of wavelength to the
cavity depth, for frequency range 1–1000 Hz,Ta5Tp51.0 s, h54 mm,
Lx50.868 m,Ly51.15 m, and various combinations of excitation and ob-
servation positions.

FIG. 14. ~a! 0.5I D and 0.5I C at ~0.868, 1.150, 0.000! m in the cavity for
direct plate excitation at~0.152, 0.448! m, and ~b! 0.5JD and 0.5JC at
~0.609, 0.881! m on the plate for direct sound field excitation at~0.0, 0.0,
0.0! m, for Ta51.0 s,Tp51.0 s, andh52 mm.
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eral system modes, the positive and negative contributions
from individual modes in 0.5I CuACC and 0.5I CuSCC may de-
structively superimpose. The similar features are also shown
in the plate response where the cross-coupling components
(0.5JCuACC and 0.5JCuSCC! can be either positive or negative
@see Fig. 14~b!—the case of direct sound field excitation is
shown here for the same conditions used in Fig. 7~a!#. These
positive and negative contributions may also destructively
superimpose if the contributions are averaged over a fre-
quency band. Thus, large localized errors such as that for
pure tone excitations are reduced for band-limited excita-
tions. Hence, the errors generated from ignoring either ACC
or SCC in the prediction of the band-limited sound field and
plate responses are generally smaller@for example, compare
the results in Figs. 6~c! and~d!, as well as 7~c! and~d!, to the
results in Fig. 13#.

In practice, averaged quantities such as space-averaged
sound pressure and space-averaged velocity are also impor-
tant because they are, respectively, related to the acoustic
energy of the sound field and vibration energy of the plate.
Similar to the case of band-limited responses in the above,
0.5I CuACC and 0.5I CuSCC, and, 0.5JCuACC and 0.5JCuSCC, re-
spectively, can also be either positive or negative at different
locations in the sound field and on the plate. Thus, when the
sound pressure is space-averaged overV0 and the velocity is
space-averaged overAs , the errors incurred when either
ACC or SCC is ignored, are generally reduced. For example,
the reduction in errors is evident when comparing Fig. 15~a!
which shows the errors in the space-averaged SPL~direct
plate excitation! to Fig. 6~b!, and Fig. 15~b! which shows the
errors in the space-averaged velocity level~direct sound field
excitation! to Fig. 7~a!, under the same conditions.

IV. CONCLUSIONS

This paper has described two different types of modal
cross-couplings in plate-cavity systems, namely acoustic
modal cross-coupling~ACC! and structural modal cross-
coupling ~SCC!. Negligence of ACC can be interpreted as

different redistributions~i.e., drift away from the exact redis-
tributions! of uncoupled resonance frequencies and un-
coupled modal decay times of acoustic modes. Whereas in
the case of the structure, it means that uncoupled resonance
frequencies and uncoupled modal decay times of structural
modes are not redistributed at all. On the other hand, negli-
gence of SCC means that there are no redistributions for the
acoustic modes but different redistributions for the structural
modes. The mechanisms and physical features of both cross-
couplings have been investigated. The effects of ACC and
SCC on the sound field and plate responses of the system can
be realized in terms of the errors in the responses when either
of the cross-couplings is neglected in the prediction of those
responses. The characteristics of the errors under different
physical properties of the system can be obtained from the
understanding of the physical mechanisms and behaviors of
ACC and SCC. The errors due to the negligence of ACC
significantly changes with the plate modal decay time as the
relative contribution of ACC is mainly controlled by the
properties of plate modes, whereas the errors due to the neg-
ligence of SCC significantly changes with the acoustic modal
decay time as the relative contribution of SCC is mainly
controlled by the properties of acoustic modes. The errors are
generally increased with the increase in the modal decay
times. When acoustic and plate modes are well-coupled in
terms of proximity of resonance frequencies, the errors are
generally larger than that in the case where the well-coupled
condition is not satisfied. However, it is not necessary for
low order acoustic or plate modes to satisfy this condition
because these modes have larger spatial coupling factors.
Therefore, the errors in the low frequency range where the
ratio of wavelength to cavity depth is much greater than
unity, are much larger than that in the medium and high
frequency ranges. Some general criteria have been obtained
since there are no scaling factors involved in the errors with
respect to the physical properties of the system. For a point
excitation, regardless of whether the excitation is pure tone
or a band of noise, and regardless of whether the sound field
or the plate is directly excited, the errors incurred when ei-
ther ACC or SCC is neglected, are generally acceptable~i.e.,
generally,3 dB! when the acoustic and plate modal decay
times are in the order of 1.0 s or less, and the ratio of plate to
sound field modal densities is much less than unity. If the
acoustic modal decay time is much greater than the plate
modal decay time, then negligence of ACC is generally more
favorable than negligence of SCC in the prediction of both
the sound field and plate responses~either direct sound field
or direct plate excitation!. However, if the plate modal decay
time is much larger than the acoustic modal decay time, then
negligence of SCC is more favorable. Prediction errors in the
system responses which are associated with the negligence of
the cross-couplings are generally reduced when the sound
field response is averaged over the cavity volume and the
plate response is averaged over the plate surface area, and/or
when the responses are averaged over a frequency bandwidth
for a band excitation. This study will hopefully improve un-
derstanding into the mechanisms and the behaviors of cross-
couplings in vibroacoustic systems with air-structural cou-
pling and be useful to the field of structural-acoustics.

FIG. 15. Absolute error in~a! space-averaged SPL in the cavity@direct plate
excitation at~0.152, 0.448! m#, and~b! space-averaged velocity level of the
plate @direct sound field excitation at~0.0, 0.0, 0.0! m#, for Ta51.0 s, Tp

51.0 s, andh52 mm.
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This paper presents experimental validation of a class of algorithms designed to enable active noise
control ~ANC! to function in environments when transfer functions change significantly over time.
The experimental results presented are for broadband, local quieting in a diffuse field using a
multichannel ANC system. The reverberant enclosure is an ordinary room, measuring
approximately 1.432.432.4 m3 and containing a seated occupant, with six microphones defining
the quiet zone near the occupant’s ears. The control system uses a single reference signal and two
error channels to drive four secondary sources. Using an ideal reference sensor, reduction in sound
pressure level is obtained at the quiet-zone microphones averaged over the frequency range 50 to
1000 Hz with an occupant seated in the room. Two main results are presented: first for an adaptive
cancelling algorithm that uses static system models, and second for the same algorithm joined with
a noninvasive real-time system identification algorithm. In the first case better than 23 dB of
performance is obtained if the occupant remains still through calibration and testing. In the second
case, approximately 18 dB is obtained at the error microphones regardless of the motion of the
occupant. ©2000 Acoustical Society of America.@S0001-4966~00!00404-5#

PACS numbers: 43.40.Vn@PJR#

INTRODUCTION

Active control of sound in a reverberant space such as
the cabin of a vehicle has long been an area of research.1–5

The engineering problems that must be overcome to build a
realistic active noise control~ANC! system, however, are
daunting. Of particular interest is the challenge of varying
system dynamics and transfer functions in a broadband sys-
tem, such as an occupant of a vehicle cabin opening a win-
dow or changing position.

Research concerning active noise control in enclosures
has proceeded along two paths. The first avenue of research
has been the study of harmonic noise sources. Much progress
has been reported in controlling noise in enclosures that is
produced by sources generating tones or a small set of
harmonics.4,6–8Applications of this research include quieting
of repetitive engine noise in automobiles.2 The second path
is the control of random, broadband noise in an enclosure.
Achievements in the control of random noise in reverberant
enclosures have been fewer because of the increased diffi-
culty in controlling random noise. Theoretical aspects of
noise control in enclosures have been analyzed by several
authors.3,4,9–11Laugesen and Elliott demonstrated success in
global control of noise throughout a small room using an
adaptive infinite impulse response~IIR! filter for frequencies
up to approximately 200 Hz. Local control of noise in an
enclosure using anH` control objective has been shown for
a single monitor sensor by Yanget al.12 Multiple channel
control using an adaptive algorithm for noise control in a
small duct up to 400 Hz has been shown by Melton and
Greiner.13 In both cases~harmonic and broadband noise!, an

accurate model of mode shapes and responses or transfer
functions is required.

The objective of this work is to investigate experimen-
tally the feasibility of creating a locally quiet region across a
broad band of frequencies in a reverberant enclosure that is
large enough to contain a person. The control system is in-
tended to produce a quiet zone of sufficient size to enclose a
person’s ears for a limited range of head motion over a fre-
quency range of practical interest. Further, we wish to design
and test a system that calibrates its internal model of system
transfer functions automatically and continually, so that sys-
tem performance accommodates changing environmental
conditions robustly without manual recalibration. Applica-
tions include quieting the driver’s position of a vehicle or
quieting an operator’s workspace near a machine.

Measurements of actual noise in vehicle cabins and in
the presence of machines show that the frequency range of
unwanted noise extends to at least 1 kHz. In an enclosure big
enough to surround a person, these sources are capable of
exciting hundreds of room modes. The presence of so many
excited modes makes the global control of these frequencies
infeasible when the secondary sources are not coincident
with the unwanted noise source. However, targeting a par-
ticular location of the enclosure to quiet enables the operat-
ing frequency of a control system to be increased signifi-
cantly given a fixed number of control speakers and quiet-
zone microphones. Of course, in some regions of the
enclosure outside the quiet zone, the noise will be enhanced
by the control system. Since the control objective is that of
local control in the quiet zone, enhancement elsewhere in the
enclosure is not penalized. Applications of this kind of local
control include single-operator environments, such as truck
cabins, where an operator in a known location is exposed to
high levels of noise over long periods of time. In this work,
we demonstrate the feasibility of active noise control in re-

a!Current address: Intuitive Surgical, Inc., 1340 W. Middlefield Rd., Moun-
tain View, CA 94043.
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verberant enclosures by creating a quiet zone that attenuates
random noise in the frequency range from 50 Hz to 1 kHz.

The experimental results we present in this paper are
divided into two parts. The first provides a baseline perfor-
mance of a statically calibrated multichannel adaptive ANC
system. The novel contribution in this work is the experi-
mental demonstration of active noise control in a reverberant
room large enough to contain an operator when the unwanted
noise is random and the controller attenuates noise to 1 kHz.
The combination of a moderately sized room and a high-
frequency range forces us to control a rich dynamical system
in which hundreds of room modes are present. We use
proven control algorithms and custom hardware designed
specifically for real-time active control to demonstrate the
feasibility of active noise control for rooms and frequency
ranges of practical interest.

The second experimental result validates a new class of
algorithms, introduced in our companion paper,14 that add
noninvasive system identification to the first system. These
algorithms extend the work of Sommerfeldt5,15 and are
closely related to those developed by Montazeri and
Duhamel16,17 and others summarized by Morgan and
Kratzer.18 By experimentally validating these algorithms, we
can demonstrate the ability to overcome identification errors
that might otherwise result in poor performance, enhance-
ment, or instability in statically calibrated systems. The ex-
perimental setup is identical to that of the previous para-
graph, and we believe represents a first demonstration of
real-time, multi-input, multi-output, noninvasive broadband
system identification combined with control.

In both experiments, we address the feedforward control
problem: the reference signal used by the controller is chosen
to be uncoupled from the output of the control drivers. We
chose a feedforward control arrangement for the simplicity
with which we can vary the propagation path from the ref-
erence signal to the quiet zone. Further, acoustically un-
coupled reference signals may be found in applications. For
example, accelerometers or engine tachometers are reference
signals that are often uncoupled from the control drivers.
Control of ANC systems having nonzero coupling has been
achieved here and elsewhere usingQ-parametrized control-
lers ~otherwise known as neutralized-feedforward control or
Youla parametrization19!. The use ofQ-parametrization en-
ables the formation of a natural link between feedforward
systems and feedback systems, as the parametrization of the
latter makes it formally appear as the former. It is thus pos-
sible to ask whether the algorithms tested here are applicable
in the feedback case as well.

I. SYSTEM DESIGN

The experiments take place in an ordinary rectangular
room measuring 1.4 m wide by 2.4 m long by 2.4 m high.
The room is finished with textured gypsum drywall, low-nap
floor carpeting, and has exposed pipes and ducts in the ceil-
ing. Figure 1 shows a schematic of the experimental appara-
tus and mirrors the block diagram structure of the control
system shown in Fig. 2. The room contains a seated operator
surrounded by six error microphones that are arrayed about
the operator’s head at roughly ear-level. The three micro-

phones on either side of the operator’s head are electrically
summed into two error channels, one corresponding to each
ear, to improve the signal-to-noise ratio~SNR!. Also sur-
rounding the operator are four control drivers~loudspeakers!.
At the rear of the room is a fifth speaker, the unwanted noise
source.

Unwanted noise is provided by a digital tape recorder
playing nonstationary engine noise recorded inside a vehicle
cabin. The output of the digital tape recorder is split into a
reference signal that is sent to the controller and a source
signal that is passed to a graphic equalizer. The output of the
equalizer is then sent to the source speaker in the room. We
use the equalizer in the source path after the reference signal
so that we can simulate changes in the propagation path of
the source signal relative to the reference signal. For ex-
ample, if the reference signal is obtained by measuring noise
inside an engine compartment, the equalizer may be used to
simulate the transfer function resulting from transmission
loss through an open or closed door and into an operator
cabin. The control hardware used for the experiment is an
extension of the real-time, multichannel digital signal pro-
cessor~DSP! developed by Weekset al.20,21

The choice of control drivers, error channels, and micro-
phones is motivated as follows. We chose two error channels
because of computational constraints in our real-time con-
troller. Each error channel is composed of three quiet-zone
microphones arrayed on each side of the operator’s head and
summed into a single channel; one for the right side of the

FIG. 1. System schematic. The position of the ‘‘operator,’’ or room occu-
pant, defines the zone where sound pressure should be reduced.

FIG. 2. Common representation of adaptive feedforward control system.
The exogenous input isx, the error quantity ise, and u is the controller
output. The signald is what we desire to cancel, andc is the cancelling
signal. The open-loop transfer function isG, and the actuator transfer func-
tion is H. The controller isW.

2040 2040J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 Nowlin et al.: Noninvasive system identification



operator’s head~labeled ‘‘A’’ ! and one for the left~‘‘B’’ !.
Three microphones were summed into each error channel to
increase the signal-to-noise ratio and to shape the quiet zone
at frequencies at the high end of the control band, near 1
kHz. For frequencies near the low end of the control band,
the summed microphones form a nearly omni-directional ar-
ray.

At first glance, the use of four control drivers appears to
make the solution for the controller underdetermined. How-
ever, unlike the case of single frequency control~control of
harmonics!, the solution for the optimal control weights
given known transfer functions is well conditioned in the
case of broadband control. This can be motivated by two
observations. First, each control driver has nulls at the error
channels as a function of frequency, so that at a given fre-
quency, some drivers have better access to a given error
channel than others. Second, the constraint of causality of the
controller weights links the optimal control weights across
frequencies. As a check, the condition of the inverse problem
for solving for optimal control weights given known transfer
functions can be evaluated numerically, and demonstrates
that the formulation for the broadband control weights given
four control drivers and two error channels is well condi-
tioned and that the condition improves as more control driv-
ers are added. A detailed analysis of the condition number of
the inverse problem for the control weights is possible but is
beyond the scope of the present work. Lastly, the use of a
Tikhanov factor in the solution for the weights, described in
the companion paper, penalizes rms energy in the control
weights, further improving the condition of the inverse prob-
lem.

As a test of the room dynamics, white noise is sent to the
source speaker and is recorded at one of the quiet-zone mi-
crophones. The resulting power spectral density for the mi-
crophone signal is shown in Fig. 3. Notice that there are few
room resonances below 200 Hz and that the density of reso-
nances increases dramatically as frequency increases towards
1 kHz. For completeness, Fig. 3 also shows the power spec-
tral density for one of the quiet-zone microphones when no

input is given to any of the drivers, thus establishing the
noise floor for the room acoustics and measurement electron-
ics.

Figure 2 shows a block diagram of the control system.
Output from the two quiet-zone error channels is sampled by
the controller along with the reference signal from the tape
recorder output. The controller generates a vector of voltages
to drive the four control drivers at each clock cycle. Our
controller uses finite-impulse-response~FIR! representations
of both the speaker-to-quiet-zone transfer functions and the
control weights.

The control algorithm used in both experiments is a mul-
tichannel filtered-X least-mean squares~FXLMS! adaptive
algorithm for identification of the control weights. We
choose this control algorithm for its relative simplicity in
implementation, recognizing that other algorithms may be
appropriate for various applications~e.g., normalization
when the statistics of the reference signal are unknown!. The
FXLMS algorithm developed by Widrowet al.22 and applied
to active-noise control by Burgess23 has been studied by sev-
eral authors. The multichannel form of the algorithm is de-
scribed by Douglas and Olkin.24 We refer the reader to their
work for a detailed description of the multichannel FXLMS
algorithm, its convergence properties, and computational
complexity. We make use of the block-update algorithm de-
scribed in the companion paper~and summarized here in
Table I! for identification of the transfer functions from the
reference input to the quiet-zone microphones and identifi-
cation of the transfer functions from the control drivers to the
quiet-zone microphones. We explicitly vary the propagation
path from the reference input signal to the quiet-zone error
channels. Other than initial convergence, we do not explic-
itly vary the transfer functions from the control drivers to the
quiet-zone microphones.

If we now adopt the same notation as in the companion
paper,r indexes reference sensors, of which there is one in
this experiment. Likewise,d indexes drivers, of which there
are four. Finally,e indexes error sensors, of which there are
two. ~The subscripts are chosen to be spelled with the same
first letter as the objects they index: ‘‘rho’’ and ‘‘reference
sensor,’’ ‘‘delta’’ and ‘‘driver,’’ and ‘‘epsilon’’ and ‘‘error
sensor.’’! The plant transfer functions, measuring the dynam-
ics from each of the secondary drivers to each of the two
error microphones, are represented as FIRs written ashe,d .
Because the plant has multiple inputs and outputs, we find it
convenient to represent it as a matrix transfer function, with
one scalar transfer function for every input–output pair:H
5$he,d%;e,d . Each scalar FIR inH is of lengthLh .

Plant transfer function models are obtained in our ex-
periments by one of two methods: calibration using numeri-
cal deconvolution, or on-line system identification. To cali-
brate the plant model directly, the sequenceshe,d are
experimentally determined by driving thed th driver with a
known pseudorandom sequence from the controller and mea-
suring the response at thee th error channel of the controller
with all other drivers still. By using the controller to drive
the sequence and measure the error output, we identify the
combined electrical and acoustical transfer path from the
controller voltage output to the controller error input. We

FIG. 3. Response at a quiet-zone microphone to white noise output from the
source speaker. Also shown is the noise floor for the combination of the
room acoustics and the measurement electronics.
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identify he,d by numerical deconvolution. The process is re-
peated for all combinations of drivers and error channels.

The control weights are computed and stored by the con-
troller as FIR sequences as well. The sequencesvd,r51

k (n)
are indexed by the number of drivers (dP$1, . . . ,4%) and
single reference sensor (r51), with n indexing the filter
taps (nP$1, . . . ,Lw%) andk indexing the weights’ adaption
in time. At each cyclek, the controller computes the voltages
ud(k) and new control weightswd,1

k11(n) for all d andn. The
details of this computation are given in the companion paper.

For the case where the on-line system identification is
used, data are moved from the real-time DSP hardware to a
general-purpose BriteLite IPX Sparc computer~also used to
control the DSP hardware!, where the system identification
update is computed. The updated system transfer functions,
also stored as FIRs, are then downloaded to the DSP hard-
ware. This system identification takes place asynchronously,
so that the DSP continues to generate a cancelling waveform,
using the most recent representation of the system dynamics
that it has available.

II. SYSTEM PERFORMANCE

The objective of the controller is to minimize the cost
function,

arg min
Wk

ie~k; f !i , ~1!

whereie(k; f )i is theH2 norm of the vector error signale
weighted over a set of frequencies,f. The performance band
in frequency is set by prefiltering both the reference signal
and the error channels with bandpass filters that also serve to
prevent aliasing due to controller sampling. These filters are
implicit in the error channels,e(k), and in the reference sig-
nal, x(k). Performance at the low end of the band is limited
by driver rolloff as frequency approaches zero. We also have
implemented a one-tap adaptive high-pass filter one when
updating the control law in order to minimize dc biasing
problems.

Since the system is designed to cancel random noise, we
design the delay in thehe,d filters to be smaller than the
propagation delay in the transfer function from the reference
input to the quiet-zone microphones. Simply stated, the sys-
tem is designed such that the control drivers are sufficiently
close to the quiet zone to enable causal control of the quiet
zone given computational and propagation delays for any
reference signal. By this design the control system is able to
cancel broadband, random noise sources. The performance
of the system is described below.

A. Experimental verification of staticly calibrated
control system

For the experiment presented here, the controller sam-
pling rate is 4162 Hz. All inputs to the controller are low-
pass filtered with the corner frequency at 1200 Hz to prevent

TABLE I. Summary of important variables developed in Ref. 14 and used in the text. Scalars are set in italics.
Lowercase bold Roman letters represent vectors as a function of time. Uppercase bold Roman letters represent
matrix transfer functions, matrices of multivariable histories, and block collections of histories and transfer
functions.

Variable Dimensions Definition

Vector signals of time
x Nr3^t ime& Input source signal of infinite duration
u Nd3^t ime& Controller output:ud(k)5Sr51

Nr (Xr
k)T(wd,r

k )
d Ne3^t ime& Desired signal to cancel:d(k)5(x* )G)(k)
c Ne3^t ime& Cancelling signals:ce(k)5Sd51

Nd (Ud
k)T(he,d)

e Ne3^t ime& Cancellation error:e(k)5(c(k)1d̃(k)
ê Ne3^t ime& Internal model error:ê(k)5@Qk#Tfk

ẽ Ne3^t ime& Model prediction error:ẽ(k)5e(k)2@Qk#Tfk

d̃ Ne3^t ime& Desired signal:d̃(k)5e(k)

Matrix transfer functions
Wk Nd3Nr3Lw Control FIR:wd,r

k115wd,r
k 2mVd,r

k e(k)
G Ne3Nr3Lg Transfer functions from disturbances to error

sensors

Ĝ Ne3Nr3Lg Internal model ofG

H Ne3Nd3Lh Transfer functions from drivers to error sensors

Ĥ Ne3Nd3Lh Internal model ofH

Histories
Xk Lw3Nr Xk5@X1

k
¯ XNd

k #

Uk Lw3Nr Uk5@U1
k

¯ UNd

k #

Block collections
fk (NdLh1NrLg)31 fk5@(Uk)T u (Xk)T#T

Q (NdLh1NrLg)3Ne Q5@(Ĥ)T u (Ĝ)T#T

Fk (NdLh1NrLg)3Nb Fk5@fk fk21
¯ fk2Nb11#

D̃ Nb3Ne D̃k5@ d̃(k) d̃(k21) ¯ d̃(k2Nb11)#T

Ẽ Nb3Ne Ẽk5@ ẽ(k) ẽ(k21) ••• ẽ(k2Nb11)#T
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aliasing. The lengths of the propagation filters and the weight
filters areLh5400 taps andLw5512 taps, respectively, the
longest filters the real-time controller can compute at this
sample rate with statiche,d filters. Thehe,d filters are cali-
brated off-line with an operator seated in the room using
numerical deconvolution of a pseudo-random noise source.
A representative filter,h2,1, is shown in Fig. 4. Recalling
that the filter is a FIR representation of the impulse response
from a speaker to the quiet zone, one can detect the initial
propagation delay of 3.5 ms, indicating the propagation de-
lay from the controller output to the error channel input. The
reverberation time of the room is also evident from Fig. 4,
where the impulse response rings down below1

10 of its peak
value after approximately 33 ms.

We evaluate the performance of the system as follows.
With the equalizer switched out of the source path, we input
recorded engine noise directly to the source speaker in the
rear of the room. The spectrum of the recorded engine noise
~not yet transmitted to the room! is shown in Fig. 5. The

noise has been recorded inside a vehicle cabin while the
engine idles. Note that there is significant response as high as
1 kHz. The control system is activated and allowed to con-
verge to a solution~approximately 1 min from startup!.
Noise attenuation is measured at each error channel. Both
error channels exhibit similar behavior, achieving reduction
as shown in Fig. 6. The figure shows the unattenuated~sys-
tem off! and attenuated~system on! noise at the first error
channel as a function of frequency with pressure measured in
decibels. Recalling that the performance band has been set to
be 50 to 1000 Hz, we measure performance as the average
attenuation across the band.

The performance metric is

P510 log10F( f 550
1000 Eoff

2 ~ f !

( f 550
1000 Eon

2 ~ f ! G ,
whereE is the Fourier transform of the voltage at the error
microphone, as a function of frequency,f. The data are col-
lected using an HP 35670A dynamic signal analyzer sam-
pling at 4096 Hz~giving a 1600-Hz measurement band-
width!, with 32 time averages to average out nonstationarity
of the source. In the case of Fig. 6, we achieve 23-dB noise
attenuation after allowing the system to converge for 2 min.

After allowing the system to converge to a solution, as
above, we switch the equalizer into the source path while the
control system is running. Insertion of the equalizer changes
the transfer path from the reference signal to the quiet zone,
forcing the control system to adapt its weights in compensa-
tion. The particular equalizer setting that has been used is
shown in Fig. 7. The equalizer is set to approximate trans-
mission through 0.64-cm~0.25 in.! Plexiglas so that the
change in the transfer function from the source to the quiet
zone is similar to that resulting from an operator closing a
window. After the equalizer is switched into the transfer
path, we allow the system to converge to a new solution
~approximately 30 s! and then measure performance again.
The performance at the first error channel for the new source
path is shown in Fig. 8. Again, pressure for the unattenuated

FIG. 4. The FIR representation of the speaker to quiet-zone transfer func-
tion, h2,1.

FIG. 5. Spectrum of engine noise recorded before transmission into the
room.

FIG. 6. System performance at one of the error channels with the controller
on and off. The performance band is 50 Hz to 1 kHz.
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~system off! and attenuated~system on! responses is shown
as a function of frequency. Average performance in the 50 to
1000 Hz range is again 23 dB.

B. Experimental verification of control system with
on-line system identification algorithm

We first describe the implementation of the block-update
scheme in hardware. To do so, we rely on definitions and
notation from the companion paper. The most important
definitions from that paper are summarized in Table I. Sub-
sequent to the successful numerical simulation of the block
projection algorithm in single- and multiple-channel cases,
the DSP hardware was configured to upload data records,f

andẼ, when called for by the BriteLite host computer.~Re-
call thatf is the collection of system input/output pairs and
Ẽ is a corresponding collection of error signals.! Code was
written for implementing the multichannel algorithm on the
BriteLite, and diagnostic software was included to record the
progress of the algorithm and provide a real-time interface to

MATLAB , where transfer functions were plotted. Addition-
ally, code was implemented that enabled the adaptation gain,
m, to be adjusted while the system was operating.

The information in the matrixf is highly redundant,
and many fewer than (NdLh1NrLg)Nb variables need to be
transferred from the control hardware to the general-purpose
computer. Examination reveals thatfk differs from fk21

exactly in the deletion ofNd1Nr scalars and the addition of
Nd1Nr new scalars. The total number of data points re-
quired to constructf is thusNd(Lh1Nb21)1Nr(Lg1Nb

21). The data are all obtained from time histories of
$xm%m51

Ns and$uj% j 51
Nd . Eachxm source input history must be

Lg1Nb21 samples long. Likewise, eachuj driver output
history must beLh1Nb21 samples long. Data of this form
are sufficient to computef immediately. Furthermore, recall

that D̃ is a time history of the external errors. The update
requires a history of errors equal to the block sizeNb , with
each time sample containing allNe errors. Thus the data
required areNbNe scalars. The old parameter estimate is still
in the general-purpose computer from the previous iteration,
so it need not be transferred. The total number of scalars
needed is thusNd(Lh1Nb21)1Nr(Lg1Nb21)1NbNe .

Some computation tasks were also optimized to remove
redundancy and exploit structure. The expense of the forma-
tion of the matrixFTF was greatly reduced by taking ad-
vantage of the structure off, a Toeplitz matrix. If L
5(NdLh1NrLg), the number of free parameters being
solved for, then the number of multiplications when comput-
ing FTF may be reduced fromNb

2L to (Nb/2)(Nb12L
21). For largeL, the savings is proportional to the block
size.

Writing the new plant estimate to the DSP hardware in

the current implementation requires a transfer ofĥe,d to each
of the feedforward crosspoints~a crosspoint is the controller
associated with an input–output pair!. Note thatĝe,r does not
need to be transferred, since it is not used directly by the
controller. As a result, the total number of scalars down-
loaded per block update isNrNdNeLh . If one ignores these
implementation-specific details, the minimum number of

scalars needed to represent allNdNe transfer functionsĥe,d is
NdNeLh .

The algorithm is implemented using theC programming
language and calls a standard matrix equation solver in
FORTRAN. Because uploading the data to the BriteLite takes
approximately 0.1 s, it was expected that large block sizes
~dozens to hundreds of time samples! would be most effi-
cient. The matrixFTF is symmetric, positive definite, and a
product of two Toeplitz matrices. As such, its associated ma-
trix equation can be solved using a generalized Levinson
recursion algorithm, as noted by Montazeri and Duhamel.
Because transfer times dominate here, we use the more pe-
destrian Gaussian elimination with back-substitution.

Convergence of the block algorithm is exponential, but
the rate is difficult to quantify and depends on the statistical
properties of the driving signal as well as the noise. Ideally,
the rate of convergence~per update! for various block sizes
should be experimentally determined. This figure could then
the combined with the known update rate~per second!,

FIG. 7. Equalizer transfer function approximating transmission through
0.64-cm Plexiglas.

FIG. 8. System performance after the equalizer is impulsively switched into
the source path and the controller is allowed to adjust.
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which depends on the algorithm complexity and hardware
capability, to produce a rate of convergence~per second! as a
function of block size. This has not been done, and block
sizes are instead set for each application by trial and error.
Intuitively, we expect convergence rate to be a unimodal
function of block size. The shape of this curve would depend
primarily on the problem size and the statistics of the input
signal and noise.

For the system identification experiment, the ANC sys-
tem again comprises one reference sensor, four secondary
actuators, and two error channels each consisting of three
ganged microphones. The exogenous input is a loudspeaker
in the reverberant room against one wall, and is driven by
recorded engine noise. The input is measured by splitting the
signal to the loudspeaker and feeding it directly to the DSP
hardware. The filter tap lengths areLg5Lh5250, andLw

5512, and the sampling rate is 4162 Hz. As before,Lh and
Lw were set to the maximum the controller can compute at
this sample rate. However, hardware overhead imposed by
the periodic data transfer of newhe,d filters to the real-time
controller forced the reduction of the filter lengths from those
used in the static plant experiments. The block size isNb

575 and scaling was unity~because of balancing the output
signal levels of the microphone preamplifiers by adjusting
gains, which performs the same function!. For our experi-
ments, we use a snr model forẼ of 100, or 40 dB, to deter-
mine the noise variance,s Ẽ

2. The prior variance,sDQ
2, is a

few percent of the expected magnitude of the largest tap
weight. The ratio of the two variances is added to the diag-
onal matrixFTF, effectively a Tikhanov regularization for
the computation of the plant transfer functions.

Initialization of the system is as follows. The host com-
puter’s internal transfer functions,ĝe,r and ĥe,d , are all ini-
tialized to zero, whilewd,r is initialized with random noise

and the adaptation gain,m, is set to zero. The system is then
started and the block projection algorithm given time to start
converging, thus avoiding startup transients or instability and
subsequent speaker damage. After a suitable period, approxi-
mately 60 s, the weight adaptation is activated by switching
m to be nonzero.

Figure 9 shows, on the left, system performance for
channel A~first error microphone! across the band of interest
and, on the right, convergence of the model prediction error
as a function of the number of updates. The performance
metric is still

P510 log10FS f 550
1000 Eoff

2 ~ f !

S f 550
1000 Eon

2 ~ f ! G ,
whereE is the Fourier transform of the voltage at the error
microphone, as a function of frequency,f. Performance for
this case, as compared to that of Sec. II A, is summarized in
Table II. The performance for channel A is measured at 26.8
dB, while channel B yields 27.9 dB of attenuation. In under-
standing these results, it is important to know that no human
was present in the reverberant room during the measure-
ments, as opposed to the case presented above, where per-

FIG. 9. Left: system performance for channel A~approximately 27 dB of signal reduction between 50 and 1000 Hz!; right: convergence of model prediction
error as a function of update number~updates occur approximately once per second!. Note that no ‘‘operator’’ is in the test room for this experiment, so
performance is better than in Fig. 6.

TABLE II. Summary of experimental cancellation performance with and
without the ‘‘operator’’ present in reverberant room. Note that in both cases
the cancellation performance is essentially unchanged when using the equal-
izer to modify the propagation path.

Setup
Static

calibration~dB!
On-line

estimate~dB!

Room empty 33 27
Operator present 23 18
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formance of 23 dB is reported. If on-line system identifica-
tion is replaced by static calibration and no one is in the
room, we achieve better than 30 dB, averaged over the band.
Conversely, if on-line system identification is used and a
human is present in the room, performance in the neighbor-
hood of 18 dB is achieved. It is also important to note that,
for these experiments, an ideal reference sensor consisting of
an electrical signal direct from the source recording is used
as the system input. This type of measurement enables simu-
lation of a situation with no coupling, but also gives out-
standing coherence between the noise source and the refer-
ence input sensor.

Convergence of the model prediction error, shown on
the right of Fig. 9, is shown as a function of block-update
number. Updates happen asynchronously, according to the
vagaries of the BriteLite operating system, but the period
was approximately 1 s for this setup. A distinct anomaly in
the convergence curve is visible at around update 60; this is
the instant that the weight adaptation gain,m, is made non-
zero. A nonzerom enableswd,r

k to change and forces (Ĝ,Ĥ)
into a new subspace of solutions.14

Representative estimates,ĝ1,1 and ĥ1,1, are shown in
Fig. 10. Recall that the tap-for-tap accuracy of these transfer
functions is a misleading indicator of system performance.
Figure 11 shows the comparison of the same estimated and
calibrated transfer functions in magnitude and phase. The
figures show reasonable match in magnitude for both transfer
functions in the control band. The difference in angle be-
tween the estimate and calibration, important to guarantee
stability, also matches well in band. The poorest perfor-
mance in phase is seen near nulls in the magnitude response
and should therefore have little impact on stability margin or
overall cancellation performance. Note that the estimate for
ĥ1,1 is marginally better than that forĝ1,1, especially in
phase. Remember that for our purposes, theĥ1,1 transfer

function is more important thanĝ1,1 as it is directly used in
the control path to update the weight estimates.

III. CONCLUSIONS

The purpose of this work is to demonstrate the viability
of real-time, multichannel active noise control in a reverber-
ant environment when the control objective is local quieting
of a random noise source. While the control algorithm used
in this study is well known, we are unaware of an experi-
mental application of this algorithm to a multichannel ANC
system controlling noise spanning 1 kHz in frequency in a
room large enough to contain a person, as shown here. The
performance measurements shown here of 23-dB attenuation
in the quiet-zone demonstrate the feasibility of attenuating
random noise over a wide frequency band. In addition, we
believe the multichannel implementation of broadband non-
invasive system identification is novel. The next step is to
demonstrate a fully adaptive active noise control system for
realistically varying environments without coupling between
the control drivers and the reference input.

Open issues in the implementation of the control system
remain. First, the spatial extent of the quiet zone created by
the control system is known to decrease as temporal fre-
quency increases. Therefore, while performance in the quiet
zone may be strong, the operator may move out of the quiet
zone. In part, our system identification algorithm addresses
this if the error microphones move with the operator’s head.
Other techniques to increase the size of the quiet zone may
prove beneficial, such as the energy density metric which
measures a combination of pressure and velocity. Second,
the use of a reference signal that is uncoupled from the con-
trol drivers simplifies the control design, yielding a feedfor-
ward controller. We and others have addressed the problem
of nonzero coupling between the reference sensors and the
control drivers by devisingQ-parametrized controllers. Real-

FIG. 10. Representative estimates of transfer functions using block projection algorithm. Results are for 420 iterations with a block size of 75 and 2500 free
parameters.

2046 2046J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 Nowlin et al.: Noninvasive system identification



time control usingQ-parametrized controllers has been dem-
onstrated for an active noise control application by Peterson
et al.25 Lastly, optimal placement of drivers and optimal se-
lection of reference sensors remains an important problem.

The fully adaptive system with on-line system identifi-
cation has also been tested in an anechoic chamber, provid-
ing similar results for a one-input, four-output, two-error
configuration. In this case, an acoustic sensor was used to
measure the output of a loudspeaker, and a neutralization
filter was calibrated off-line to cancel the coupling path from
secondary loudspeakers to the input sensor, thus implement-
ing the Q-parametrization in hardware. The implementation
in the comparatively expansive anechoic chamber enabled
the error microphones to be moved about, providing a ‘‘mo-
bile quiet zone.’’ Successful application of a mobile quiet
zone in a reverberant environment has not yet been achieved.
In summary, moving the quiet zone in the reverberant room
results in poor performance in the mid to high end of the
performance band in frequency. We believe this lack of per-
formance is due to the relatively slow update rate of the
system identification compared to the rate at which the trans-
fer functions change in a reverberant environment.
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Many real-world applications of active noise control are characterized by transfer functions that
vary significantly and unpredictably. The controller’s transfer-function models must adapt to these
variations. Presented here is a class of adaptive filters that accomplish quasiperiodic system
identification updates for feedforward control by using blocks of input–output histories. The
algorithms form a one-dimensional family linking normalized least-mean squares~LMS! adaptive
filters and block recursive least-squares, termed ‘‘block projection’’ algorithms, and generalize the
noninvasive system identification studied by Sommerfeldt and Tichy. The system identification
proceeds noninvasively, producing nonparametric impulse responses. Simulations show that the
algorithm’s convergence is faster than that of normalized LMS, even after the additional overhead
of computing the update is taken into account. Both the multichannel generalization and application
of these algorithms to system identification are novel. Simulations of the algorithms’ performance
using measured data are presented here, while experimental results of an implemented algorithm are
contained in the companion paper. ©2000 Acoustical Society of America.
@S0001-4966~00!01004-3#
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INTRODUCTION

A pressing problem preventing active noise and vibra-
tion control technology from achieving broad applicability is
the inability of controllers to ensure performance and stabil-
ity in all operating conditions that they might face. All con-
trollers, feedforward and feedback, make use of a model of
these system transfer functions~which if nothing else contain
modeled actuator dynamics!; the accuracy of this ‘‘plant
model’’ is crucial to their success, since inaccurate models
lead to poor performance and possible instability. Although a
static ~nonadaptive! feedforward controller can never be-
come unstable, it can augment, rather than reduce, the signal
it attempts to cancel. If a feedforward controller is adaptive,
in the sense that the control law depends on past perfor-
mance, then instability is also possible.

In many control systems, including many active noise-
control ~ANC! systems, the plant is measured explicitly in a
calibration step.1–4 Subsequent plant variation is unavoid-
able. To ensure system performance as the plant changes,
one usually employs notions of robustness and/or
adaptivity.5–8 These techniques, while differing significantly
in their approach, share the assumption that the controller’s
internal plant model remains fixed.

However, if the true plant varies beyond the bounds
used to design a static control law, then enhancement will
result for that control law. Analogously, instability may re-
sult for any adaptive filter based on a static plant model. In
these situations, a control system must determine the change
in the plant model and change its control law accordingly.

With this mandate in mind, systems have been devel-

oped that continually or periodically update the system
model. In this paper we present such an approach that is
multichannel, noninvasive, and broadband, and runs effi-
ciently on blocks of data to thereby execute on real-world
hardware.

The design builds on a technique for nonparametric on-
line system identification that is itself an adaptation of the
filtered-X LMS ~FXLMS! adaptive algorithm wrapped
around the plant and controller. This scheme, which does not
inject test signals into the operational system or require ad-
ditional transducers, was first proposed and tested for tonal
ANC by Sommerfeldt and Tichy. Other nonparametric ap-
proaches to on-line system identification may inject a low-
level random signal into the secondary source signal to track
the changing plant,9,10 and may purposefully add delay to the
control filter to decrease correlation in the plant inputs.11

Here, we generalize Sommerfeldt and Tichy’s
approach12,13 by extending the algorithm to the broadband
multichannel case. In addition, the FXLMS variant is further
extended to update asynchronously, using a block of data for
each update. The block-update concept is not new to
FXLMS, having been discovered a number of times in re-
lated fields and summarized succinctly by Morgan and
Kratzer.14 The contribution herein is one of extension of the
block-update concept to the multichannel case and applica-
tion of the extension to FXLMS in the context of on-line
system identification. The latter results in considerations
unique to the application of system identification. In particu-
lar, this paper contributes the selection of proper scaling to
ensure identification of all plant models, and develops a
Bayesian formulation for ‘‘regularizing’’ the matrix update
equations.

The resulting approach is an identification algorithm that
updates a multiple-input, multiple-output~MIMO ! system

a!Current address: Intuitive Surgical, Inc., 1340 W. Middlefield Rd., Moun-
tain View, CA 94043.
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model based on blocks of past input–output data. The model
is broadband and is updated continually while the controller
is adapting. The size of the data block may range from 1
~corresponding to standard least-mean squares, or LMS! to a
block size equaling the number of free parameters in the
plant model~corresponding to block recursive least squares!.
Simulations show that for single-channel problems, the block
algorithm converges faster than normalized LMS, when the
block algorithm is implemented on slow general-purpose
hardware and normalized LMS is implemented on special-
purpose digital signal-processor~DSP! boards. In addition,
the block structure is well matched to the hardware imple-
mentation because of its relatively small requirements on
sample-by-sample communications. In our companion
paper,15 we implement a multichannel evaluation of the al-
gorithm. We believe the resulting approach to nonparametric
system identification is broadly applicable to feedforward
control and adaptive signal processing.

I. REVERBERANT ENCLOSURE PROBLEM AS
MOTIVATION

The ANC application that motivates this work is local-
ized control of noise in a reverberant enclosure. Active con-
trol of sound in a structurally rich environment such as the
cabin of a vehicle has long been an area of
research.16–18,11,4,13The engineering problems that must be
overcome to build a realistic ANC system, however, are
daunting. In particular, for broadband control the ‘‘plant’’ to
be identified is the MIMO broadband matrix transfer func-
tion from control actuators to error sensors.

For applications we envision~small, highly reverberant
environments!, system drift may be rapid and wide-ranging,
resulting in instability, enhancement, or limited performance
if on-line system identification is not employed. For ex-
ample, opening a window in the cabin of a vehicle will cause
severe distortion of the system transfer function matrix.
Other effects are less pronounced, but still important, such as
deterioration of components over time, environmental
changes, and operator motion.

For real-world reverberant environments, the number of
modes in a control band may be quite large. Typical ap-
proaches have treated a few modes.4,18–21 Transducers that
couple effectively into a mode are used to control it. Hence,
this technique is effective if only a few resonances need to be
controlled to reduce the sound-pressure level acceptably.
This in turn limits the bandwidth to which these systems can
be successfully applied.

True multichannel broadband control has been reported
in the literature relatively recently, most notably by Laug-
esen and Elliott.2 This work demonstrates real-time attenua-
tion using a fully interconnected multichannel system for
broadband signals up to approximately 200 Hz. Melton and
Greiner3 achieve similar results for a small duct, controlling
noise up to 400 Hz. In Chapter 9 of Kuo,11 the author reports
broadband results up to 250 Hz for a 13232 system as
implemented by Finn, Luan, and Ji. In all cases, static plant
models were used.

This paper explores a nonparametric system identifica-
tion, where the dynamics of the plant are represented as

finite-impulse responses~FIR! of a given duration. The ben-
efits include the ability to use fast convolution-based hard-
ware and LMS-style algorithms for control, in addition to
representing the plant transfer functions in a vector space
directly related to the measured data. This closeness to the
data implies both speed and accuracy of system identifica-
tion, at the expense of a noncompact transfer function repre-
sentation. Using this computational structure, complex plants
with many thousands of free parameters have been success-
fully quieted.22,23 The technique is especially efficient if the
plant in question has a large number of damped modes, so
that the impulse response is rich, yet of short duration, as
may be the case for a vehicle cabin.

The subsequent system has been implemented both in
simulations and in hardware, and shown to be effective. The
experimental verification, which is described in a companion
paper, has the following attributes:

~i! Identifies a MIMO matrix of FIR transfer functions.
~ii ! Runs in real time, asynchronously on the same com-

puter that controls the ANC hardware.
~iii ! Identifies a broadband system.
~iv! Identifies thousands of free parameters in a few sec-

onds.

This verification, we believe, represents an advance in the
accomplishment of multichannel adaptive ANC using on-
line system identification.

II. SYSTEM REQUIREMENTS

The control system we seek to describe has multiple
disturbance sensors and multiple secondary sources. Figure 1
shows a familiar system representation for feedback control
~see, for example, Boyd and Barratt24!. This block diagram is
general, and shows the exogenous transfer function~the one
existing as distinct from the controller!, as well as the sensor,
driver, and coupling transfer functions.~Each line in the dia-
gram is multichannel.! An important distinction we make
throughout this work is that we assume thecouplingtransfer
function from secondary sources to disturbance sensors is
negligible. In the figure we have illustrated this assumption
by using a dashed box to represent theC transfer function. In
MIMO feedback control theory, the collection of system

FIG. 1. MIMO plant,P, with adaptive feedback control system. The exog-
enous input isx, and the controller output isu. The error quantity sensed,e,
may or may not be the same as the quantity sensed for control,y. The
transfer matrices areE ~exogenous, or uncontrolled!, S ~sensor!, D ~driver!,
andC ~coupling!. The controller isK. If C50, the system is equivalent to a
feedforward one.
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transfer functions is generally called the plant. In feedfor-
ward control, and especially in adaptive filtering, however,
one often hears the matrixD described as the plant. These
different views, while confusing, are not irreconcilable. That
is, note that whenC50, the block diagram can be unwound
to form two parallel paths. If we further formally convolveE
with S21, definingG as the result, and renameD asH, we
obtain the standard representation of a feedforward control
system as seen in the adaptive filter literature8 and in Fig. 2.
Adaptive filterers may define the ‘‘plant’’ asH because the
proper modeling ofH ~and notG! is required for conver-
gence of adaptive filters~viz., filtered-X!. Thus, whenC
50, the block diagram of Fig. 1 is formally equivalent to that
of Fig. 2.

In this experiment, we address the feedforward control
problem. The reference signal used by the controller is cho-
sen to be uncoupled from the output of the control speakers
~which we call drivers!. We choose a feedforward control
arrangement for the simplicity with which we can vary the
propagation path from the reference signal to the quiet zone.
Further, acoustically uncoupled reference signals may be
found in applications. For example, accelerometers or engine
tachometers are reference signals that are often uncoupled
from the control drivers. Control of ANC systems having
nonzero coupling has been achieved here and elsewhere us-
ing Q-parametrized controllers~otherwise known as neutral-
ized feedforward control or Youla parametrization7!.

The control algorithm mated with our system identifica-
tion is a multichannel FXLMS adaptive algorithm. We
choose this control algorithm for its relative simplicity in
implementation, recognizing that other algorithms may be
appropriate for various applications~e.g., normalization
when the statistics of the reference signal are unknown!. The
FXLMS algorithm developed by Widrowet al.25 and applied
to ANC by Burgess26 has been studied by many authors. We
employ a multichannel form of the algorithm described by
Douglas and Olkin,27 and refer the reader to their work for a
detailed description of the algorithm, its convergence prop-
erties, and computational complexity. The adaptive algo-
rithm enables control in the presence of large changes in the
propagation path from the reference input signal to the quiet-
zone error channels. The control hardware used for the ex-
periment is a real-time, multichannel digital signal processor
developed by Weekset al.23,28

The hardware that implements the ANC system is a
combination of~1! a special-purpose digital signal processor,
called the advanced signal processor~ASP!,28 designed to

implement a multichannel FIR control law in real time, and
~2! a general-purpose BriteLite IPX Sparc computer that is
the master system controller. The former has been modified
to implement the FXLMS algorithm but lacks the necessary
interprocessor communication bandwidth and connectivity to
run simultaneously a MIMO system identification algorithm.

System identification is implemented on the general-
purpose computer, which can upload and download data
from the ASP using interrupt-driven protocols. Modifications
to the ASP control software enable this data transfer to occur
on demand from the Sparc, without interrupting ANC system
operation. This design modification was undertaken specifi-
cally to enable a block-update system identification algo-
rithm to run on the Sparc. Since each data transfer has an
associated fixed overhead, block-update algorithms that re-
duce the frequency of data transfer while increasing the ef-
fectiveness of each update are especially attractive. How-
ever, although the batch-processing scheme is suited for the
computational hardware on which it was developed, the re-
sulting approach to nonparametric system identification is
efficiently implementable on custom multiprocessor DSP
boards with higher interprocessor communication band-
widths. The approach relaxes the requirements on interpro-
cessor communication to fewer, larger transfers that can take
greater advantage of background direct memory access
~DMA ! controllers. Additionally, computational loading
among different processors can be optimized more easily by
untying the block rate from the control-loop sample rate.

III. THEORETICAL APPROACH

In this section we give a discussion of the theoretical
approach to the system equations for the on-line system iden-
tification as well as the FXLMS controller, both given for the
multi-input, multioutput, multierror generalization. The sec-
tion is broken down into the following parts. Subsection A
introduces the definitions and notation required to write the
subsequent equations in a compact and recognizable form.
Subsection B provides a brief review of multichannel FX-
LMS for cancellation, following Douglas and Olkin.27 Dur-
ing this discussion, the plant model is assumed known. Sub-
section C provides a brief review of the method for
constructing the model prediction error signal that drives the
system identification and extends this concept to the multi-
channel case. Finally, Subsection D writes the matrix equa-
tions that update the system models to reduce the model
prediction error, used with blocks of data and extended to the
multichannel case, and Subsection E briefly discusses its
convergence properties.

A. Definitions

Let k be an integer time index, and let the vector valued
signalx at timek be denoted byx(k). If e andr are integer
indices, then therth scalar component ofx at timek is writ-
ten xr(k). Matrix transfer functions have one scalar transfer
function for every input–output pair:G5$ge,r%;e,r . The
value of the convolution of a signal and a transfer function,
ge,r* xr at time k, is written (ge,r* xr)(k). Vector-valued
versions of convolutions are written in the obvious way:
(G* x)(k).

FIG. 2. Common representation of adaptive feedforward control system.
The exogenous input isx, the error quantity is,e, and u is the controller
output. The signald is what we desire to cancel, andc is the cancelling
signal. The open-loop transfer function isG, and the actuator transfer func-
tion is H. The controller~now feedforward! is W.
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Referring now to Fig. 2, we first define the vector sig-
nals and matrix transfer functions that make up this system.
All transfer functions that follow will be written as finite-
impulse responses~FIRs!. All multi-input, multioutput trans-
fer functions will be represented by matrices of FIRs.

DefineNr to be the number of reference sensors,Ne to
be the number of error sensors, andNd to be the number of
control drivers. Letx be the vector of reference sensor sig-
nals of dimensionNr3^t ime&, with x(k) being the vector of
measurements at timek. Now, let xr be therth reference
sensor signal. Similarly, definede andd as theeth signal at
the error sensor without cancellation and its associated vector
signal~the signal we ‘‘desire’’ to replicate and cancel!. Simi-
larly, defineud andu as the input signal to thedth driver and
its associated vector. Likewise, one may definece , c, ee and
e. In our notation, the subscriptr always indexes a reference
sensor, subscripte always indexes an error sensor, and sub-
script d always indexes a driver. That is,rP$1, . . . ,Nr%, e
P$1, . . . ,Ne%, and dP$1, . . . ,Nd%. The choices ofr for
rIeference sensor,e for eIrror sensor, andd for dIriver is meant
to offer a mnemonic aid for the subscripts.

Let ge,r be the transfer function between therth refer-
ence sensor and theeth error sensor. Likewise, lethe,d be the
transfer function between thedth driver and theeth error
sensor. The control transfer function between therth refer-
ence sensor and thedth driver is wd,r . Since the control
function is adapting over time, we will writewd,r

k to indicate

the kth iteration. The superscriptk always indexes a proces-
sor clock.

To simplify notation, we defineG to be the matrix of
transfer functions whose (e,r)th element isge,r . H andWk

are defined analogously. Thus,G is a matrix of transfer func-
tions with dimensionsNe3Nr , H has dimensionsNe3Nd ,
and Wk has dimensionsNd3Nr . The length~that is, the
number of FIR taps! of any transfer functionge,r is Lg ,
while the length of eachhe,d is Lh . Finally, the length of the
control filter isLw . A summary is given in Table I.

B. Review of multichannel FXLMS

For implementation of the cancellation filter, we choose
an adaptive filtering algorithm~FXLMS! that is capable of
attenuating sound in the presence of large variations in the
propagation path from the reference signal to the quiet zone.
For an example of a varying propagation path, consider the
path between a piece of machinery and its operator, when the
two are in relative motion. This section reviews a multichan-
nel extension to the FXLMS control algorithm used for our
system. The review is provided partially as a method for
introducing notation that is relied on for the exposition of the
block system identification algorithm later, and for providing
a seamless connection between the two algorithms. For more

TABLE I. Summary of important variables from the text. Scalars are set in italics. Lowercase bold roman
letters represent vectors as a function of time. Uppercase bold roman letters represent matrix transfer functions,
matrices of multivariable histories, and block collections of histories and transfer functions.

Var Dimensions Eq. # Definition

Vector signals of time
x Nr3^t ime& Input signal of infinite duration
u Nd3^t ime& ~3! u5@u1 ¯ uNd

#T; ud(k)5Sr51
Nr (Xr

k)T(wd,r
k )

d Ne3^t ime& d(k)5(x* G)(k)
c Ne3^t ime& ~5! c5@c1 ¯ cNe

#T; ce(k)5Sd51
Nd (Ud

k)T(he,d)
e Ne3^t ime& ~6! e(k)5c(k)1d(k))
vd,r Ne3^t ime& ~9! vd,r5@v1;d,r¯vNed,r#T; ve;d,r(k)5(xr* he,d)(k)
ê Ne3^t ime& ~14! ê(k)5@Qk#Tfk

ẽ Ne3^t ime& ~15! ê(k)5e(k)2@Qk#Tfk

d̃ Ne3^t ime& ~16! d̃(k)5e(k)

Matrix transfer functions
Wk Nd3Nr3Lw ~11! Control FIR:wd,r

k115wd,r
k 2mVd,r

k e(k)
G Ne3Nr3Lg Transfer functions from disturbances to error sensors

Ĝ Ne3Nr3Lg Internal model ofG

H Ne3Nd3Lh Transfer functions from drivers to error sensors

Ĥ Ne3Nd3Lh Internal model ofH

Histories
Xk Lw3Nr ~1! Xk5@X1

k
¯ XNr

k #

Uk Lw3Nr ~4! Uk5@U1
k

¯ UNd

k #

Vd,r
k Lw3Ne ~10! Vd,r

k 5@vd,r(k) ¯ vd,r(k2Lw11)#T

Block collections
fk (NdLh1NrLg)31 ~12! fk5@(Uk)T u (Xk)T#T

Q (NdLh1NrLg)3Ne ~12! Q5@(Ĥ)T u (Ĝ)T#T

Fk (NdLh1NrLg)3Nb ~17! Fk5@fk fk21
¯ fk2Nb11#

D̃ Nb3Ne ~18! D̃k5@ d̃(k) d̃(k21) ¯ d̃(k2Nb11)#T

Ẽ Nb3Ne ~19! Ẽk5@ ẽ(k) ẽ(k21) ¯ ẽ(k2Nb11)#T
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detailed derivations of the algorithm and the hardware archi-
tecture, see work by Douglas and Olkin27 and Weekset al.,28

respectively.
FXLMS relies on an internal model of the driver-to-

error-sensor transfer matrix,H. The transfer function from
each control driver to each error channel,he,d , is stored by
the controller as an FIR sequence of lengthLh . The algo-
rithm may make use of a model measured ahead of time
~‘‘off-line calibration’’ !, or the model may be improved dur-
ing use~‘‘on-line identification’’!, or some combination may
be employed. Regardless, the information extracted is funda-
mentally the same and assumed available to the FXLMS
controller.

Once a model ofH is available to the controller, we may
iteratively adjust the control filter weights. We start by de-
fining the data structures used by the controller. The control-
ler stores a time history of therth sampled reference signal,
xr , as a vector of lengthLw .

Xr
k5@xr~k! ¯ xr~k2Lw11!#T, ~1!

where k indexes controller cycles and@•#T denotes vector
transpose.~Here, bold roman notation,Xr

k , represents a seg-
ment of time series stored in computer memory. These seg-
ments are updated every iteration.! The convolution ofxr

andwd,r
k is thus

~xr* wd,r
k !~k!5~Xr

k!T~wd,r
k !. ~2!

The control signal for thedth driver will be a linear combi-
nation of responses due to all reference sensors

ud~k!5 (
r51

Nr

~Xr
k!T~wd,r

k !. ~3!

In a similar fashion to the formation ofXr
k , the computer

also stores the lastLh values ofud in Ud
k ,

Ud
k5@ud~k! ¯ ud~k2Lh11!#T. ~4!

The contribution of theNd control drivers to the measure-
ment at theeth error channel is given by another linear com-
bination of convolutions

ce~k!5 (
d51

Nd

~Ud
k!T~he,d!, ~5!

and the total measurement at theeth error channel is given
by

ee~k!5de~k!1ce~k!, ~6!

where de(k)5(r51
Nr (xr* ge,r)(k) is the contribution of the

open-loop~uncontrolled! signal at timek to the eth error-
channel measurement.

In the FXLMS algorithm, the FIR taps for each control
filter are updated using an instantaneous estimate of the gra-
dient of the expected mean-square error. This update for the
j th tap is formally given by

wd,r
k11~ j !5wd,r

k ~ j !2m
1

2

]

]wd,r
k ~ j !

eT~k!e~k!, ~7!

wherem is the familiar LMS step size. The correction term
can be computed as

m

2

]

]wd,r
k ~ j !

eT~k!e~k!5m
]eT~k!

]wd,r
k ~ j !

e~k!

5m
]cT~k!

]wd,r
k ~ j !

e~k!, ~8!

where the first equality follows from (]/]x)(aTa)
5aT(]a/]x)1(]aT/]x)a, and the last equality follows from
e(k)5c(k)1d(k), with d(k) being uncontrolled and hence
independent ofwd,r

k . Following standard single-channel
derivations, we writeve;d,r(k) as the eth component of
vd,r(k), which isxr filtered by the transfer function from the
dth driver to theeth error sensor

ve;d,r~k!5~xr* he,d!~k!. ~9!

If we make the standard approximation also needed for
single-channel FXLMS, namely that the filter weights

change slowly, so thatwd,r
k̂ ( j )'wd,r

k ( j ) for k2Lh, k̂<k,
then an elementary calculation yields the approximation

]cT~k!

]wd,r
k ~ j !

'vd,r
T ~k2 j 11!.

With the help of the final definition~a history of the
filtered-X signal of sizeLw3Ne),

Vd,r
k 5@vd,r~k! vd,r~k21! ¯ vd,r~k2Lw11!#T,

~10!

we are able to write the MIMO FXLMS update for each
reference-sensor/driver pair

wd,r
k115wd,r

k 2mVd,r
k e~k!. ~11!

There areNr3Nd such equations being updated simulta-
neously in our implementation. Of course these equations,
while resembling the single-channel case, actually contain all
the ‘‘cross-coupling’’ information needed for a fully inter-
connected solution.

C. Computation of model prediction error signal

We now turn to the noninvasive identification of the
system models, which is needed to update the system models
used by FXLMS. In this section we present some definitions
that enable us to form the model prediction error signal,
which is the difference between what the error microphones
measure and what the internal models predict they should
measure. We next write an update that modifies the internal
models in a way that drives the model prediction error signal
to a minimum. This material is a summary and MIMO ex-
tension to published approaches,11,12 and defines the compo-
nents needed to write the multichannel block-update result
that follows.

Here, we require the notational differentiation between a
true transfer function and the controller’s internal model of
that transfer function. We employ the standard convention
wherein the true and estimated quantities are represented by
the absence and presence of a carat, as inhe,d and ĥe,d .
Additionally, because updates for the block algorithm hap-
pen less frequently than updates forWk, we will avoid tying

2053 2053J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 Nowlin et al.: Noninvasive system identification: Theory



the rates together. If a block update occurs at timek, then the
next block update is written to occur at some time greater
thank.

The adaptive system identification algorithm is driven
by a model prediction error signal. This signal, which is the
key to a noninvasive system identification, is the difference
between the true~measured! error at an error sensor and what
one predicts the error should be based on the internal models,
Ĝ and Ĥ. In forming this signal, the true error,e, and the
predicted error,ê, are computed in parallel and subtracted
~Fig. 3!.

To compute these signals in the multichannel case, we
define the following compact notation. We denote byf a
collection of time histories of system input and controller
output. To do this, we define a history of inputs,Xr

k , and
controller outputs,Ud

k , as before. Here, the length of the
column vectorXr

k is Lg ~which may be different thanLw),
while the length ofUd

k is Lh as in Section B. We can then
write

~xr* ĝe,r!~k!5~Xr
k!Tĝe,r

~ud* ĥe,d!~k!5~Ud
k!Tĥe,d .

Next, we define the collection of histories and the collection
of transfer functions, both stacked head-to-tail, as

fk,3
U1

k

U2
k

]

UNd

k

X1
k

X2
k

]

XNr

k

4 ; Qk,3
ĥ1,1 ĥ1,2 ¯ ĥ1 ,Ne

ĥ2,1 ĥ2,2 ¯ ĥ2 ,Ne

] ] � ]

ĥNd,1 ĥNd,2 ¯ ĥNd ,Ne

ĝ1,1 ĝ1,2 ¯ ĝ1 ,Ne

ĝ2,1 ĝ2,2 ¯ ĝ2,Ne

] ] � ]

ĝNr ,1
ĝNr ,2 ¯ ĝNr ,Ne

4 . ~12!

~The horizontal lines in thefk and Qk matrices are drawn
only to show the distinction in the different groupings of
elements.! For convenience, we have not explicitly shown
that both ĥe,d and ĝe,r depend on time, although they are
updated inside the control computer quasiperiodically. The
vectorfk is anNdLh1NrLg column vector, and the matrix
Qk has dimensions (NdLh1NrLg)3Ne ~since each ‘‘ele-
ment’’ is really a vector!.

The output of the error sensors at timek is written

e~k!,@e1~k! e2~k! ¯ eNe
~k!#T ~13!

~a column vector of lengthNe). The error predicted by the
internal models, on the other hand, is given by

ê~k!5@ ê1~k! ê2~k! ¯ êNe
~k!#T5@Qk#Tfk. ~14!

The model prediction error signalis thus defined to be

ẽ~k!,e~k!2@Qk#Tfk. ~15!

Note thate(k) may be recognized as thedesired signalin a
simple LMS-style block diagram~as in Fig. 4!. Hence, it
may be convenient to also write

d̃~k!,e~k!. ~16!

D. Multiple constraints for system identification

Having defined the model prediction error signal, we are
prepared to derive the update that reduces it. The block-
update approach enables us to gather data over a period of
time and take a large step toward the optimal estimate for the
system transfer functions. This paper addresses only some of
the tradeoffs among block size, step complexity, and update
frequency. See Montazeri and Duhamel29 for discussion of
convergence for a closely related single-channel algorithm,
and Morgan and Kratzer14 for a discussion of related single-
channel algorithms.

The block-update algorithm proposed is an extension of
the normalized LMS adaptive algorithm, also called the pro-
jection algorithm. Recall that at each update the projection
algorithm solves the following problem: Given a current

fk, Qk, and a desired signal,d̃(k), find the newQk̂ that is
closestto Qk ~using an appropriate norm! and that satisfies

the constraint,d̃(k)2@Qk̂#Tfk50. The application of a
single vector constraint is natural when the projection algo-
rithm is updatingQk every clock cycle, because the error
from the previous cycle generates the constraint.

The extension usesNb vector constraints instead of a
single vector constraint. Here,Nb is called theblock size. It,
too, is natural whenQk is being updated less often than
every clock cycle, because errors from previous cycles can
be grouped together. The additional constraints are obtained
by recording the input and error signals forNb consecutive
samples, or more generally for anyNb samples.

This subsection reviews standard projection-algorithm
techniques on the way to writing the multichannel block up-
date of Eq.~22!. Recall that@Qk#Tfk predictsd̃(k). Like-
wise, note that@Qk#Tfk21 predictsd̃(k21), if we assume

FIG. 3. Formation of model prediction error signal for noninvasive on-line
system identification.

FIG. 4. LMS update of internal model,Q, using model prediction error
signal. Note thatQ plays the role of the adapting parameters andf is the

system input. The desired signal isd̃, andẽ5d̃2fTQ.

2054 2054J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 Nowlin et al.: Noninvasive system identification: Theory



that the true plant is varying slowly. We construct a matrix
of different histories of inputs in the following manner;

Fk,@fk fk21
¯ fk2Nb11#. ~17!

In this way,Fk is an (NdLh1NrLg)3Nb matrix. Similarly,
we collect a history of desired signals

D̃k,@ d̃~k! d̃~k21! ¯ d̃~k2Nb11!#T. ~18!

The model prediction error history is then given by

Ẽk,@ ẽ~k! ẽ~k21! ¯ ẽ~k2Nb11!#T. ~19!

The model prediction error and the desired signal are thus
related by the important equation

Ẽk5D̃k2@Fk#TQk. ~20!

As in standard FXLMS, theNb3Ne scalar constraints are
obtained by setting the right side of Eq.~20! to zero, withQk

replaced byQk11:05D̃k2@Fk#TQk11.
To write the cost function, we append the constraints to

a minimum-norm cost function by means of a Lagrange mul-
tiplier, L, of sizeNe3Nb . Use of the trace function enables
us to write the result compactly. We drop the superscript-k
notation, writing Q for the currentQk, and Q1DQ for
Qk11. The cost function is

J5 1
2 tr@~DQ!T~DQ!#1tr$LT@D̃2FT~Q1DQ!#%. ~21!

We make use of the identities (]/]X)tr@AX #5AT and
(]/]X)tr@XTA#5A ~see Ref. 30! to write normal equations
which are readily solved to yield the optimal update

DQ5F~FTF!21~D̃2FTQ!5F~FTF!21Ẽ. ~22!

Many will recognize~22! as the minimum norm estimate for
the parametersDQ given the dataẼ, in the absence of noise.
In Sec. IV B we modify this expression using a Bayesian
approach based on specific noise assumptions. Additionally,
in Sec. IV A we address the need to impose a norm which is
balanced inH and G. Both modifications to the algorithm
make it more robust and faster converging in practice. How-
ever, the convergence of the block-update system identifica-
tion algorithm may not be readily apparent. Therefore, we
next address a simple analysis of the algorithm’s conver-
gence properties.

E. Convergence

The analysis proceeds under the assumption that the
cancellation filter is able to converge in concert with the
system identification filter. In addition, we assume that the
system is noiseless; a straightforward extension is available
when system error levels converge to nonzero limits.

Consider the initial situation where the system identifi-
cation algorithm has converged completely, so that the
model prediction error is zero in the noiseless limit. Recall-
ing Fig. 3, this results in the constraint subspace relatingĤ
andĜ

G1W~1!* H2~Ĝ~1!1W~1!* Ĥ~1!!50, ~23!

where the superscript notation ‘‘~1!’’ refers to the first up-
date. Figure 5 shows a cartoon of such a subspace, labeled as
‘‘update #1.’’ Any system model in that subspace has the
same model prediction error, and therefore the system cannot
differentiate these systems and pick the correct one.

Consider next the evolving situation where the cancella-
tion filter has changed because it was still converging after
the first update. The system identification procedure is now
ready to make its second update. Again, the update will lie in
another subspace containing the true plant. However, be-
cause the cancellation filter is allowed to change, the new
solution will be closer to the true solution, to wit.

If, in computing the result of the second update, we
write Ĥ(2)5H1DH(2) and Ĝ(2)5G1DG(2), then by anal-
ogy to ~23!, the subspace of nonuniqueness that the second
update must lie in may be written

DG~2!52W~2!* DH~2!.

Thus, any vector lying in that subspace may always be writ-
ten as

F Ĥ~2!

Ĝ~2!G5FHGG1F DH~2!

2W~2!* DH~2!G .
Finally, recall that the update given by Eq.~22! is a projec-
tion algorithm, so that the incremental update will be perpen-
dicular to this subspace. That is, the update has a direction
vector given by

DQ~2!5FW~2!* x
x G

for each history in the block. The inner product
^DQ(2),@DH(2),2W(2)* DH(2)#T& is indeed zero. Thus, after
updating we see that the solution has been projected onto a
new subspace, along a path perpendicular to that subspace.
Using the induced normi(H,G)i5(iHi21iGi2)1/2, the sec-
ond update is seen to be closer to the true plant than the first.

This argument suggests that the concurrent actions of
adapting the cancellation filter and adapting the system
model are sufficient to avoid getting the system identification
model stuck far from the true solution. The fundamental

FIG. 5. Representation of successive updates of the system-identification
algorithm, assuming that the cancellation adaptation is running concurrently.
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problem is one of being unable to tell the difference between
components inH andG, because they are mixed in the mea-
surement of the error signal. However, adjustingW breaks
the symmetry, since changes inW will affect the signal
through H and not the signal throughG. Therefore, the
changingW gives the identification algorithm the extra in-
formation it needs to converge.

As a corollary, we conclude that if the cancellation ad-
aptation is not permitted to accompany the system identifi-
cation, then the reduction of the model prediction error sig-
nal is not sufficient to argue that the system identification is
good. Conversely, concurrent convergence of both the model
prediction error and the cancellation error is sufficient to in-
dicate a well-identified system.

Kuo and Morgan11 argue that deliberately setting and
holdingW to a unit delay achieves the desired result as well.
This is because the delay acts to decorrelate the excitation of
H and that ofG. It may be worth noting that broadband
cancellation systems usually will have such a delay built into
their processors. That is, secondary sources must be closer to
the error sensors than are the primary sources, typically by
slightly more than the minimum required for causality. The
extra delay must be provided by the processor.

A second manner in which the system identification al-
gorithm may appear not to converge, and indeed where any
noninvasive system identification algorithm will not con-
verge, results when insufficient signal-to-noise ratio~SNR! is
available at certain frequencies in the error signal. In this
case, which can be caused by insufficient power in the input
signal or nulls in the system transfer functions due to nodes,
the components are unobservable by the adapting algorithm
or uncorrelated with what it is adapting, or both. The impli-
cations to system performance are minimal, however, as is
discussed further in Sec. V.

IV. WELL-CONDITIONED SYSTEM IDENTIFICATION

This section discusses two practical considerations that
arise during use of the system-identification algorithm with
real hardware under realistic situations. Both affect the speed
with which the algorithm converges. First, we discuss how
arbitrary gains in the sensor and driver amplifiers result in
arbitrary scalings of the transfer matricesĜ and Ĥ. This
scaling preferentially weights the data from one or the other,
resulting in slow convergence. Second, we discuss how cor-
related input signals and noise in the error and sensor mea-
surements result in a poorly conditioned matrix,FTF.
Simple approaches to improve both situations without overly
complicating ~and hence slowing! the algorithms are pre-
sented.

A. Scaling

The pseudoinverse solution of Eq.~22! returns aDQ

that solvesFTDQ5Ẽ and has minimum norm. However,
when ixi and iui are unbalanced,Ĝ and Ĥ are also unbal-
anced, so that the minimumiDQi is computed in a trans-
formed ~scaled! space, thus penalizing updates in the larger
function more heavily than updates in the smaller. Therefore,
iterations will progress slowly toward the larger of the two

transfer functions, causing slow convergence. Limits of con-
vergence for the smaller function are also reduced, as it is
closer to the overall noise threshold.

The solution to the problem of internal scaling is
straightforward. We take advantage of the knowledge that
our system is used tocancela signal at the error microphone.
Therefore, we assume,a priori, that the acoustic transfer
functionsH and G should be of the same order. Clearly, a
solution is to rescaleĤ and Ĝ to be of the same order of
magnitude. We accomplish the rescaling by normalizingu
with respect tox, since the true values ofH and G are not
known to the algorithm. The multiple-channel case is also
susceptible to poor performance because of unbalanced
scales within a single channel or between channels, but the
solution is again straightforward. By scaling all of the inputs
and control outputs to a reference scale, we can ensure con-
sistency among the channels as well as within a channel,
leading to improved performance over the uncompensated
case.

Simulations and experiments show the improved perfor-
mance of the block-update algorithm with the scaling correc-
tion in place. It is important, however, to note that this scal-
ing can be achieved in other ways. In the laboratory, where
the dynamic range of processors and analog components
constricts the computation accuracy, it is beneficial to maxi-
mize SNR by adjusting the various amplifiers so that mea-
sured signals are large in the processors’ representation,
without causing overflow. This constraint, when imple-
mented carefully, is identical in spirit to the automatic ap-
proach discussed. As a result, our laboratory scaling factors
were often essentially unity. Nevertheless, in systems where
manuala priori scaling cannot be ensured, such as adaptive
systems in the field, automatic scaling correction such as that
we have proposed will likely be necessary.

B. Well-conditioned inverse

The abstraction of Eq.~22! represents the application of
NbNe distinct constraints, which ideally uniquely identify an
NbNe-dimensional subspace of the (NrLg1NdLh)Ne free
parameters inQ. In actuality, such a system operates in the
presence of noise. This noise will result in nonphysical solu-
tions if the matrixFTF is poorly conditioned.31

In practice, we have observed condition numbers, given
by smax(F

TF)/smin(F
TF), on the order of ten to a few

hundred. For such a condition number to be meaningful, it
must be compared with the level of noise in the measure-
ments,Ẽ, in a consistent manner. One approach, reviewed in
Ref. 32, assumes that the noise is independent, identically
distributed~IID !, and additive. Under such assumptions, one
can show that computed updates become meaningless as the
ratio of the SNR to the condition number drops below unity,
in which case components of random noise and components
of the solution reach equal magnitude.

A well-known and attractive method for stabilizing the
inverse, to make the update meaningful in the presence of
noise, is to use a Bayesian strategy to precondition the space
of admissible solution vectors. We postulate that both the
solution DQ and the noise process are random variables.
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Accordingly, our knowledge of the solutionDQ given a
measurementẼ is described by the conditional density func-
tion p(DQuẼ). If we have a model for the noisy measure-
ments,p(ẼuDQ), and ana priori model for the solution
vector, p(DQ), then the maximuma posteriori estimator,

D̂Q̂̂, for the solution~the maximum likelihood estimator for
the conditional density function! is given by

DQ̂5argmax
DQ

p~ẼuDQ!p~DQ!,

whereẼ is known data.
For simplicity here, we model both the prior forDQ and

the statistics of the noise added toÊ as IID normal processes
with differing variances. Certain improvements to these sta-
tistical assumptions are apparent, however, since it is likely
that the prior forDQ should reflect a correlation between
neighboring taps. As is straightforward to show, the maxi-
mum a posterioriestimator is given by

DQ̂5FS FTF1
sDQ

2

s Ẽ
2 I D 21

Ẽ. ~24!

Recall that Eq.~22! is the minimum norm estimate for
DQ, givenẼ, in the absence of noise. We have replaced this
equation in the block-update scheme with Eq.~24!, which is
the maximuma posterioriestimate forDQ, given Ẽ, and is
optimal under the assumption of IID normal distributions.
Although much more detailed distributions may be easily
incorporated into the formulation, our simplistic, preliminary
assumptions offer the comfort of reducing the Bayesian es-
timate to the familiar Tikhanov regularized solution. Morgan
and Kratzer review several other related assumptions that
lead to the same regularization term and motivate its occur-
rence differently.

V. SIMULATION AND DISCUSSION

The on-line system identification algorithm presented in
this paper was simulated on a digital computer and subse-
quently implemented in hardware for experimental verifica-
tion. The simulation results are for a much smaller system
than that finally implemented.

All simulations reported here are single channel, al-
though multiple-channel simulations have been completed.
We report only single-channel simulations because excessive
simulation time is required to complete multichannel ones,
and all the essential behavior of the system is found in the
single-channel cases. A multichannel experiment is pre-
sented in our companion paper.

The algorithm embodied in Eq.~22! and modified in Eq.
~24! was tested using transfer functions measured in an
anechoic chamber. To obtain the ‘‘true’’ transfer functions,
H and G, the measured transfer functions are low-pass fil-
tered and decimated from the original 4-kHz sampling rate
by a factor of 12, thus further reducing simulation times.
Both H and G are represented by a 32-tap FIR, while the
control filter, W, is represented by a 64-tap FIR, and is
adapted using standard FXLMS. The adaptation gain,m, is
set according to the formula

m5
2

9iHi2
2~Lw1Ldelay!

, ~25!

whereLdelay is the delay in samples from the actuator to the
error microphone.

All varying transfer functions,Ĥ, Ĝ, andW, are initial-
ized to zero at the beginning of each simulation, and white
noise is used to drive the system. Additionally, uncorrelated
white noise is injected into the system to simulate measure-
ment errors at two points: wherex is measured prior to con-
volution with W, and wheree is measured prior to compu-
tation of the FXLMS update andÊ. The SNR in both cases is
100.

Updates are computed only once every BLOCKIWAIT
samples, where

BLOCK–WAIT5
F3

10
1

Nb
3

1003

Fs

2
, ~26!

andFs5333 Hz is the sampling rate modeled by the simula-
tion. This quantity is the overhead time, in samples, associ-
ated with computing the inverse, and includes a constant
0.1-s polling, interrupt, and transfer time, and a matrix in-
verse time that grows as the cube of the block size, calibrated
so that an inverse for a block size of 100 takes 0.5 s.

Figure 6 shows representative convergence for a system
with block sizeNb520, and illustrates an important point.
The way to interpret the plots is as follows. The true transfer
function is the top~dashed! line on either graph. The first
iteration, a horizontal line of all zeros, is shown at the bottom
of each plot, at timet50 on the abscissa. Subsequent itera-
tions are plotted next to the time of their recording. The final
iteration is the next-to-top line on each plot, and occurs at
aboutt59 s. The lines are more closely spaced at the bottom
of each plot because nonuniform, logarithmic spacing was
used to determine the 42 time slices at whichĜ andĤ were
recorded.

It is important to note that the iterations are visibly dis-
similar from the true transfer functions, despite an adequate
SNR. This is a direct limitation of noninvasive system iden-
tification, and not a reflection on the particular algorithm. In
fact, we now show under certain mild assumptions that there
is an equivalence class of transfer functions,$Ĝ,Ĥ%, for
which Ẽ is minimized, and it is impossible for the algorithm
to distinguish members of this class. However,performance
of the ANC system is invariant for this class; thus, we con-
clude that plots such as Fig. 6 can appear overly conserva-
tive, as explained below.

Consider a stationary input,x, that is the output of an
idealized low-pass filter. Above somef c , its power spectral
density is zero. Noisy measurements ofe causeĜ to have a
nonzero frequency response abovef c ; however, this high-
frequency estimate would be based entirely on noise. The
true high-frequency response is unknowable, because there is
no power in the probing signal at that frequency. LetĜh be
the high-frequency component of the estimate,Ĝ, and letĜl

be the complementary low-frequency component. Similarly,
defineGh andGl . The response ofG to its input is
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x* G5x* Gl .

Similarly, the internally predicted response is

x* Ĝ5x* Ĝl .

Thus, the contribution to the model prediction error fromG
andĜ is independent ofGh2Ĝh . Analogous definitions for
Hh , H l , Ĥh , andĤ l show that the model prediction error is
independent ofHh2Ĥh , as well.

We have defined an equivalence class,$Ĝ,Ĥ%, where
elements of the class cannot be resolved by the model pre-
diction error. Members of the class differ exactly at frequen-
cies where the power of the input signal is zero~e.g., nodal
frequencies at particular points in a reverberant room!. This
class contains the true plant,$G,H%, and performance is
identical for all models in the class.

In reality, there will always be some power inx at all
frequencies. The engineering generalization of the above dis-
cussion is that frequencies with lower power in the input
signal are identified more slowly and tend to have larger
errors. It is important to note that, although these compo-
nents are identified more slowly, the same masking mecha-
nism that slows convergence also ensures that the resulting
misidentification does not hinder performance. Convergence
can be sped if the statistics ofx change, so that the noiseless
signal, e, has improved SNR at troublesome frequencies.
When this happens, the shape of the error function changes
and the convergence rate increases. In addition, one may
bandpass filtere and ê before comparing them, to avoid at-
tempting to identify noise, if the additional delay is tolerable.

An example of the inability to identify the system at
nodal frequencies is shown in the frequency domain plot of
Fig. 7. These plots are analogous to those of Fig. 6, and show
comparison in frequency for amplitude and phase for the

same simulation. The plots clearly indicate that identification
has proceeded well except for frequencies near where the
SNR is particularly low.

Instead of trusting direct comparison of internal and ex-
ternal transfer functions, we turn to the convergence of the
model prediction error as a measure of system identification
performance. Recall that when the system cancellation filter
is allowed to adapt, the model prediction error is a good
measure of system identification performance. Figure 8
shows convergence of this quantity for a number of different
block sizes. Further recall that the block-update period varies
as a constant 0.1 s plus a term proportional to the cube of the
block size. ForNb taken from the set$5,20,40,75%, the cor-
responding update periods in samples are$34,35,45,104%.
The constant transfer time penalty is approximately 33
samples.

Also plotted in Fig. 8 is the convergence of the model
prediction error signal for system identification using stan-
dard normalized LMS~NLMS! as implemented in the man-
ner of Sommerfeldt. Note that this curve is obtained by up-
dating the estimates every sample, and is not a viable option
for implementation in large MIMO systems because of ex-
treme interprocessor communication requirements due to the
large overhead of many small data transfers.

Figure 8 shows that as block size increases, the block
projection algorithm’s performance matches that of NLMS.
This is true despite the fact that the block algorithm is up-
dating at only a fraction of the frequency of NLMS. It is
important to note that the block algorithm is actually using
less data than NLMS, because of the imposed delay for each
update consisting of transfer delay and computation delay is
longer than the time required to collect a block of data. For a
block size of 5, the constant overhead of data transfer overly
penalizes the block algorithm, but forNb520, the algorithm

FIG. 6. Iterative convergence of the algorithm to the true transfer functions,Ge and He. The first iteration is at the bottom of the plot, and subsequent
iterations are plotted moving up the time axis. The final~dashed! curve is the true transfer function.
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is able to make up the difference and achieve results similar
to NLMS. Finally, theNb575 case represents an overdeter-
mined update, with more measurements than unknowns. The
algorithm continues to provide good performance in this case
as well. The plot also shows that the block algorithm is
slower than standard NLMS to begin achieving reduction of
model prediction error. We believe that this is caused by the
delay associated with waiting to group a large block of data
together. In general, smaller blocks track fast changes in sys-
tem dynamics more readily, while larger blocks do better at
achieving a lower final model prediction error if the system
is static.

There are significant structures in the formation of the
matrix FTF which enable the efficient computation of its
inverse. These have not been detailed here; many are covered
by Montazeri and Duhamel.33,29However, their discussion is
restricted to the single-channel case where a single transfer
function is being identified. Of particular distinction, there-
fore, is the block structure ofF. Within each block is the
identical structure of a Toeplitz matrix, but there is no struc-
ture in the arrangement of the blocks themselves. It is pos-
sible to take advantage of the block structure in computing
the inverse; however, we have not done so here. Instead, we
have formedF rapidly and computed the inverse using gen-
eral techniques.

VI. CONCLUSIONS

We have presented a novel algorithm for noninvasively
identifying the FIR transfer functions of a broadband multi-
channel feedforward adaptive ANC problem. The algorithm
is robust to certain types of noise and adapts to changes in
scale ofx compared tou, thus speeding convergence. The
algorithm was simulated using measured data and found to
converge in times comparable to or faster than NLMS. We
have argued that the model prediction error is the most ap-

propriate measure of estimating system-identification perfor-
mance, under the assumption that the cancellation adaptation
and system-identification adaptation take place concurrently.

This algorithm has been tested as part of a broadband,
real-time multichannel ANC system for a reverberant envi-
ronment, and the test and its results are described in the
companion paper. Performance in excess of 20 dB, as mea-
sured at the error microphones, was achieved over a band
from 50 to 1000 Hz. The system has also been tested in an
anechoic chamber, providing similar results for a 1-input,
4-output, 2-error configuration, and for a 2-input, 4-output,
2-error configuration. In this case, sensors were used to mea-
sure the output of loudspeakers, and a neutralization filter
was calibrated off-line to cancel the coupling path from sec-

FIG. 7. Comparison of identified and deconvolved system transfer functions in the frequency domain. The top plot of each pair compares magnitude of the
complex filter weights, and the bottom plot compares phase. Note in particular the poor performance around 60 Hz for both functions.

FIG. 8. Convergence of the block projection algorithm as function of block
size. Also shown is the convergence of standard NLMS updating every
cycle. The data have been smoothed for plotting purposes by application of
a 75-point moving rms filter.
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ondary loudspeakers to the input sensors~the Q- or Youla
parameterization7!. The implementation in the comparatively
expansive anechoic chamber enabled the error microphones
to be moved about, providing a ‘‘mobile quiet zone.’’

This technique is motivated by certain computational
limitations of the signal-processing hardware used. However,
if transfer times are reduced or the block update is imple-
mented in hardware, then the block projection algorithm will
outperform NLMS, because each update uses a multitude of
measurements rather than a single measurement. As such, we
believe its applicability to be broad.

This paper focuses on system identification issues at the
expense of ANC system design or performance issues.
Hence, the problems of quiet-zone size and related issues
have not been fully addressed; performance numbers that are
effective measures of the system identification algorithm are
less illuminating concerning overall efficacy of the ANC sys-
tem. The informed tradeoff of performance vs quiet-zone
size and other issues remains an unsolved problem. Finally,
there are additional open issues for feedback control. Most
importantly, we are aware of no technique for noninvasively
determining the coupling transfer functions while such a sys-
tem is running.
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An active control system was developed to control the flexural vibrations of a beam with a modal
filtering with only one secondary actuator. Segmented piezoelectric actuators and sensors were used
for driving and sensing the bending beam vibrations. The primary actuator was fed by a broadband
random disturbance signal in order to excite the first five modes of the structure. However, only the
second to fifth modes were controlled. The control algorithm was implemented on a DSP board and
the input and output signals were filtered using high order low pass filters. These filters,
implemented on the DSP board avoid the degrading effect on the control performances of the higher
order modes and which are not controlled. The modal filtering was achieved by computing. To this
end, it is based on a previous identification procedure. This latter models, in one step, the dynamics
of the structure and also the transfer function of the electronic circuits of the controller. The
identified filtered modes were then used to compute the gain matrix using a LQR technique~linear
quadratic regulator!. Simulations of the active control were carried out and practical implementation
of the control algorithms was performed. Experimental and simulation results were then compared
and discussed. ©2000 Acoustical Society of America.@S0001-4966~00!03804-2#

PACS numbers: 43.40.Vn@PJR#

INTRODUCTION

Active control is nowadays an efficient tool for attenu-
ating low frequency sounds and vibrations. The basic ideas
of Lueg1 and Olson and May2 have been developed by nu-
merous authors and applied to control lumped and distrib-
uted parameter structures.3–7 The theory of this technique is
now well established, and industrial and space applications
become possible because fast advanced DSP chips become
available. Active control is very effective for simple cases,
but its application to more complicated structures like dis-
tributed parameter structure4 is not so easy. Several authors
stated the theoretical bases of the control of such systems.
Among them, Meirovitchet al.3 adapted the independent
modal space control theory to these particular structures and
proposed an experimental procedure for implementing this
method in a controller.6 To this end, he introduced the modal
filtering concept. The displacements, at different points of
the structure, were measured using a sensor array. The sensor
signal is proportional to the amplitude of each mode at the
measuring point. That is, it is a linear combination of the
different mode amplitudes at that point. They have shown
that, if no optimizing techniques are used, the actuator num-
ber must be equal to the controlled modes. Lindberg8 showed
that the actuator number can be reduced using an optimiza-
tion method. As a result, spill over is also reduced. As sum-
marized by Fuller,9 modal filtering can be achieved either by
computing or by an appropriate sensor shape. Baileyet al.10

proposed a distributed piezoelectric polymer for control the
vibration of a cantilever beam. Leeet al.11 stated the charge
equations deliver by laminated piezoelectric plates used as
sensors and actuators.

The purpose of this paper is the modal control imple-

mentation in order to attenuate the global bending vibrations
of simple supported beam. Piezoceramic sensors and actua-
tors were used. Contrary to Meirovitch or Lindberg ap-
proaches, only one secondary actuator was used for control-
ling the flexural vibrations of the beam. A LQR
technique12,13 was performed for optimizing the controller
functioning. As it will be shown, the secondary actuator
placement is not obvious for actuating these modes. The pri-
mary piezoceramic is fed with a broadband disturbance sig-
nal in order to excite the first five modes of the structure.
This paper focuses on the experimental procedure for imple-
menting an efficient active control of the beam vibrations.

I. MODAL FILTERING PROCEDURE

The control equations of a system are generally written
in the space state on the form:6

ẋ~ t!5Ax~ t!1Bu~ t!, y~ t!5Cx~ t!1Du~ t!, ~1!

wherex(t), u(t), andy(t) are the state vector, the perturba-
tion vector and the system output. The components of matri-
cesA, B, C, Dare generally constant. If the system outputs
do not explicitly depend on the inputs then, matrixD is equal
to zero.

Distributed parameter structures like beams exhibit reso-
nance modes.14 Displacements associated to the modes con-
stitute the modal basis if and only if the losses associated to
these modes are small. Hence, control modes can be inde-
pendently controlled in terms of stiffness and damping.9,15

Using the modal state vectorz(t), the state equations~1! can
be then be rewritten as follows:

ż~ t!5A8z~ t!1B8u~ t!, y~ t!5C8z~ t!. ~2!
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The state vectorz(t) is constituted by the modal coordinate
and velocity vectors@h(t),ḣ(t)#, respectively. Participation
C8 matrix coefficients are the mode amplitudesWi j at the
sensor position. It should be noted that practical measure-
ments do not directly give the components of thez(t) vector;
they have to be obtained using modal filtering.

Modal filtering is the key point of this method. It leads
to the modal state vector from the outputs of the system.
DenotingVi the vector formed by the sensor patch outputs. It
is the image of modal displacementWj filtered by the modal
participation matrixMij :

Vi5Mi j Wj . ~3!

The dimension of the matrixM coefficients is V/m. Modal
participation matrixMi j is related to both the sensor patch
transfer function and the amplitudes of the modes at the sen-
sor location when a broadband excitation of the beam is con-
sidered. The different components of matrixC are deter-
mined in the specific procedure as follows. The displacement
reference sensor is successively located at the maximum of
vibration of each mode and constitutes the reference signal
for each mode. Sensor responses are then normalized accord-
ing to this reference. When the matrix components have been
determined, the modal coordinates can be calculated by in-
verting Mi j matrix:

Ki j 5M 21. ~4!

The dimension of the matrixK coefficients is m/V. They are
the coefficients to be applied to the sensori for the calcula-
tion of the modal coordinatej. Matrix K is then computed
and implemented on the DSP board.

II. EXPERIMENTAL SETUP

The experimental setup is depicted in Fig. 1. A steel
beam is used and its dimensions are 60034132.7 m3. The
simply supported boundary conditions are achieved using
heavy rollers. The control algorithm is implemented on a
DSP board developed at the Center Acoustique of the Ecole
Centrale de Lyon. This board is based on the Analog Devices
ADSP2101 processor and presents 4 inputs/5 outputs with
parallel sampling. The PZT sensor patch outputs are con-
nected to some charge amplifiers developed in our labora-
tory. Four channels with adjustable gains are available. The
output signals from the charge amplifiers are passed through
anti-aliasing filters so as to present a bandwidth limited to
the modes of interest, namely below 450 Hz. Two Trek 50/
750 amplifiers are used to provide the required voltages to
the PZT actuator patches.

A. Actuator patches

As illustrated in Fig. 2, the piezoceramic patches used
for actuating have the same size and are co-located on the
beam. They are bonded with inverted polarization directions
in order to produce opposite displacement when driving with
the same voltageV. In this case, when the upper patch is
extending the lower patch contracting which induces pure
bending of the beam. The patch dimensions are 20310
31 mm3.

B. Sensor patches

Piezoceramic patches are also used as motion sensors
~Fig. 3!. They have the same dimensions as the actuator
patches and are also bonded on the beam. Lee11 developed
the governing equations for such distributed piezoelectric
sensor. Denotingq(t) the charges deliver by the piezoelec-
tric sensor they are related to the beam displacement by

q~ t !52
~hb1hp!

2 E
Sp

e31

]2w~x,t !

]x2 dx dy, ~5!

FIG. 2. Actuator patches and strain distribution along thez direction.

FIG. 1. Experimental setup.

FIG. 3. Sensor patch configuration.
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whereSp is the area covered by the sensor patch,e31 is the
piezoelectric stress/charge constant, andhb and hp are the
beam and the patch thickness, respectively. In the considered
case, the generated charge can be written

q~ t !5 (
n51

`

qn~ t ! ~6!

with

qn~ t !5A sin~gnxp!Wnhn~ t ! ~7!

and

A5n2p2bp

~hb1hp!

2Lp
e31, ~8!

wheren is the modal index,Wn is thenth modal maximum
amplitude,gn5np/L is the nth eigenvalue,L is the beam
length ~x direction!, andhn is thenth modal coordinate.

Equation~7! shows that the charge is proportional to the
displacement for a given mode. For a number of excited
modes limited toN, the charge can be approximated by

q~ t !5 (
n51

N

qn~ t !. ~9!

The sensor output is then the sum of the weighted contribu-
tions of modal displacements. In the case of low frequency
structural vibrations as in this paper, the assumption of
slightly damped and well-separated modes is justified. Con-
sequently, the modal responses can be extracted by combin-
ing the outputs of a sensor array. Modal control is based on
this property and it is used in this paper.

C. Patch locations

Three actuators~A, C1, and C2! and four sensors~S1 to
S4! have been implemented on the beam. Figure 4 presents
the patch locations and their positions relative to the nodal
lines ~found from the analytical modeling of the beam!. The
locations have been chosen in such a way to avoid the nodal

lines appearing for the low frequency bending modes.14 Con-
sequently, the patches are likely to sense or to excite~accord-
ing to the affected function! the four modes of interest.

Several configurations of disturbance and control actua-
tors have been tested. This paper only presents one configu-
ration, with A as primary actuator~perturbation! and C2 as
secondary actuator~control!.

D. Broadband disturbance signal

The disturbance actuator is driven by a pseudo-random
band-limited signal so as to excite four bending modes of the
structure. The average frequency spectrum of the disturbance
signal is plotted in Fig. 5. The first flexural mode has not
been considered because of the difficulties to sense effi-
ciently the corresponding displacement in the frequency
range below 30 Hz.

III. CONTROL DESIGN SIMULATION

A. Matrix K calculation

As it was mentioned in Sec. I, theKij matrix-using equa-
tion were computed by inverting matrixM and implemented

FIG. 4. Piezoelectric patch locations.

FIG. 5. Frequency spectrum of the disturbance signal.
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on the DSP board to extract the modal coordinates from the
sensor outputs. White noise excitation signal span is 30–450
Hz in order to excite four mode of the structure. The resulted
spectra of the four filtered modes are given in Fig. 6. The
modes are well-separated and the maximum amplitudes are
nearly the same. The minimum noise, in the white noise
range is within 55 dB to 75 dB.

B. Electronic FRFs

The phase lags and time delays of the anti-aliasing and
reconstruction filters, the samplers, the amplifier, and the ac-
tuators are identified. Figure 7 shows the measured and the
modeled FRF of the system DSP card/amplifier. It is the
transfer function between DSP card input and voltage ampli-
fier output.

As both input and output filters are of sixth order filters,
the identified model is a simple polynomial of degree 12
coupled to a delay term that represents the sampling time.

C. Numerical simulations for control system design

To calculate the control gain matrix, the FRFs between
control patches and modal filter outputs are identified in a
parametric identification program which returns the eigen-
values~Figs. 8 and 9!. The modal input matrix, which char-
acterizes the modal response of the structure for the excita-

tion of the control actuator, is also measured@matrix B in the
space-state model; see Eq.~8!#. Hence, a state-space model is
constructed in the modal domain.

To illustrate the identification results, Fig. 10 shows the
modeled and experimental FRF modules placed between ac-
tuator patch C1 and sensor S4 for the frequency range~0–
700 Hz!.

The LQ control is first simulated with Matlab using the
actual dimensions of our structure. The four modes of inter-
est are modeled with the assumption of proportional damp-
ing, justified by the small measured damping factors, as in-
dicated by Meirovitch.7 The experimental FRFs previously
identified are used. The modal displacements are supposed to
be perfectly known.

Given the discrete-time state-space system,

xn115Axn1Bun , yn5Cyn1Dun . ~10!

LQR control gives the optimal control matrixK such that:

un52Kxn ~11!

minimizes the cost functionJ given by,

J5( y8Qy1u8Ru, ~12!

where Q and R weight the outputs and the control inputs,
respectively. Different simulations have been investigated to

FIG. 6. Filtered modes: mode II~a!, mode III ~b!, mode IV ~c!, and mode V~d!.
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adjust the values ofQ andR that permit the best experimen-
tal control. The simulated frequency responses of S1, S2, S3,
and S4 are shown in Fig. 9 for the uncontrolled and the
controlled beam. These numerical results are produced to be
compared with the experimental control performed in the
next section.

D. Flexural vibration modeling

In order to determine the resonance frequencies of the
simply supported beam, two approaches were used. First, an
analytical method based on classic propagation was
developed.14,15 Due to the presence of a number of sensors
and actuators cemented on the beam, this simple model was
not very accurate. The second modeling carried out the finite
element method16 ~FEM!. It gives the exact resonance fre-
quencies of the beam structure and also the coupling coeffi-
cients related to each flexural mode. Comparison between
FEM calculations and measurements shows that experimen-
tal simple supported boundary limit conditions are not ex-

actly verified. The major difference concerns the first two
resonance frequencies. They are lower than the experimental
one.15 This discrepancy is not important because an identifi-
cation procedure is used for determining the experimental
parameters of the transfer functions used for controlling the
beam vibrations.

IV. EXPERIMENTAL RESULTS

It has to be mentioned that in the practical system, the
ideal states—modal displacements and velocities—are not
directly available but observable through low pass filters and
A/D converters. The velocities are estimated through a
simple differentiation.

Actually, the experimental control is given by

ue52Kexe , ~13!

whereKe is the control matrix to be implement and

xe5Ex, ~14!

wherex is the experimental state vector andE is the elec-
tronic FRF identified in the previous section. Then, the con-
trol matrix Ke is such that

Kexe5Kx ~15!

with the constrain thatKe must be real to be computed. In-
serting Eq.~14! into Eq. ~15! leads to

K̂e5E21K, ~16!

which is a complex matrix, thus a transformation is needed.
If the assumption of slightly damped and well-separated
modes and ifxe is assumed to be harmonic, it can then be
written:

FIG. 7. Measured~dotted line! and modeled~solid line!
DSP card/amplifier FRF.

FIG. 8. FRF identification: modeled~dotted line! and measured~solid line!
FRF amplitudes.
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xe5F W1

]

Wn

j v1W1

]

j vWn

G . ~17!

Finally, Ke is given by

Ke5F Re~K& e~1!!2Im~K& e~n11!!xv1

A
Re~K& e~n!!2Im~K& e~2n!!xv1A

Re~K& e~n11!!2Im~K& e~1!!xv1
21

A
Re~K& e~2n!!2Im~K& e~n!!xvn

21

G , ~18!

wherevn is thenth modal frequency and Re(X) and Im(X)
mean the real and the imaginary part of theX variable.

The controller schematic is given in Fig. 10. Five parts
form it. The heart of the controller is formed by the matrix
computation modules denoted@2K# and @M #21, respec-
tively. On the board the analog and digital converters and the
input and output filters were also implemented.15 Measured
frequency responses of patches S1, S2, S3, and S4 are plot-
ted in Fig. 11 for the uncontrolled and the controlled beam.

The control provides similar results for the four sensor
patches. The obtained attenuation of the four mode peaks is
about 10, 20, 12, and 12 dB, respectively. These results are
comparable to those obtained with the model, except for the
mode at 70 Hz which shows a smaller attenuation. This is
explained by the poor quality of its filtering~see Fig. 6!
whereas in the simulation, the modes are perfectly known.
The 600 Hz peaks for the uncontrolled and the controlled
beam illustrate the absence of spillover and hence the effi-
ciency of the anti-aliasing filters. Actually, the only in-

FIG. 9. Simulated frequency responses of the sensor patches S1~a!, S2 ~b!, S3 ~c!, and S4~d! for uncontrolled beam~dotted lines! and controlled beam
~solid lines!.

FIG. 10. Control implementation schematic.
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creased band is the frequency range around 500 Hz but it
concerns very low vibration levels.

V. CONCLUSIONS

Modal control of beam flexural vibration has been mod-
eled and practically implemented successfully. A good
agreement between modeled and experimental data is ob-
tained. The attenuation of the beam resonance modes is at
least 10 dB. Some attenuation is up to 20 dB. This work
presents an approach for implementing modal control of pro-
portionally damped systems. The method carried out is very
attractive and spillover is avoided. The procedure needs
identification steps for determining carefully the transfer
functions of the physical system as well as the electronic
controller. This identification step is very important because
it will allow the determination of the control gain matrix
with LQ control design. The control is simulated and allows
setting the control parameters and the modal weights in order
to get the best results. The obtained control matrix is then
changed in the appropriate form to be computed in the con-
troller. Finally, the experimental control is conducted and
shows good results with only one control actuator.
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Geometrical acoustics methods have already been transformed to account for diffusely reflecting
boundaries. In randomized ray-tracing algorithms, the sound rays are either specularly reflected or
scattered, according to the value of a random number which is compared with the diffusion factor.
However, this method becomes inefficient if this factor depends on frequency, since the process
must then be repeated for each frequency band. A method is proposed in this paper to compute all
frequency components simultaneously in a single pass. The diffuse reflection model is based on the
definition of a new concept: the ‘‘splitting coefficient,’’ which can differ from the diffusion factor.
First, the randomized ray-tracing method is described and the diffusion model is applied to a single
diffusing surface in free field. It is shown that the results computed by the program are in accordance
with theoretical results. Then, the method is shown to work properly when it is applied to more
realistic enclosures: This is proved in theory and illustrated by some examples. A particular problem
is the increase of the statistical error which has been solved by an appropriate control of the splitting
coefficient. © 2000 Acoustical Society of America.@S0001-4966~00!04503-3#

PACS numbers: 43.55.Ka, 43.55.Br@JDQ#

INTRODUCTION

It is presently admitted that accounting for the scattering
~or diffusion! of sound by surfaces generally improves room
acoustics predictions. The investigations carried out by
~among others! Kuttruff,1 Hodgson,2,3 or Lam4 have shown
that room acoustics calculations based on specular reflections
only overestimate reverberation times in situations where
diffusion is significant. Also, the predicted sound propaga-
tion decays~i.e., the sound pressure level as a function of the
distance to the source! are less steep than those measured in
real enclosures, particularly in disproportionate rooms. On
the other hand, the simulation of sound diffusion by surfaces
results in lower reverberation times~and more linear rever-
beration decays! and in sound propagation decays which are
closer to measurements performed in real rooms. Dalenba¨ck5

and Stephenson6 also pointed out that the quality of auraliza-
tion can be improved by the introduction of some diffuse
reflections.

Therefore, geometrical acoustics methods have been
transformed and developed to account for sound diffusion.
Concerning randomized ray tracing, Kuttruff7 suggested that
each ray hitting a diffusing surface can be reflected in a
random direction given by the generation of two random
angles, in such a way that the whole process creates a Lam-
bert cosine distribution of the reflected intensity. Moreover, a
third random number can be generated for partially diffusing
walls: These are walls for which a given fraction of the re-
flected energy is diffused~this fraction is called the diffusion
factor or diffusion coefficient or again diffuse-reflection co-
efficient!, the remainder being specular. The random number
is comprised between 0 and 1: If it is less than the diffusion

factor, then the reflection of the ray is diffuse. Otherwise, it
is specular.

This method has been applied by several authors,3,4,7,8

and also by the author of this paper. Two main drawbacks of
these fully randomized ray-tracing models are that they re-
quire a great number of rays~typically 100 000! to calculate
detailed echograms,5 and that the process must be repeated
for each frequency band,4,5,9 since the scattering of rays de-
pends on the value of the diffusion factor, which itself de-
pends on frequency. Li and Hodgson10 have also considered
this problem for the scattering by fittings in industrial work-
rooms. The frequency dependence of sound diffusion will be
addressed in the following. On the other hand, fully random-
ized ray tracing is easy to implement, it does not require
elaborate corrections such as approximate cone or beam-
tracing methods,5,6 and it is able to handle all orders of
mixed ~specular and diffuse! reflections.

This paper describes an implementation of the random-
ized ray-tracing model which computes all frequency com-
ponents simultaneously, avoiding the repetition of the algo-
rithm for each different value of the diffusion factor. This
method will be applied on a specific algorithm developed
some years ago,11 but it is not restricted to this algorithm. In
fact, it could be used in any process based on the same gen-
eral principles of the randomized ray tracing. The conclu-
sions which will be drawn are also quite general, and par-
ticularly the effect of the method on the statistical accuracy
of the computations.

Before going on further, it must be mentioned that this
method is not the only one able to compute all frequency
components simultaneously. For example, Dalenba¨ck5 pro-
posed a technique in which partially diffusing surfaces are
subdivided into patches. A first pass gives the specular con-
tributions at the receivers and at the patches. Then, in a sec-
ond pass, these patches act as secondary sources which givea!Electronic mail: jjembrechts@ulg.ac.be
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contributions of the typeSk–D –Sj ~this notation introduced
by Dalenba¨ck et al.12 means:k specular reflections followed
by a single diffusion, and againj specular reflections!. The
process is repeated to account for more than one order of
diffusion, but it has been essentially limited to two passes.
Another method has been suggested by Kuttruff13,14 and ap-
plied by Lam:4 Once a ray hits a~partially! diffusing surface,
the diffuse contribution is computed at the receivers assum-
ing an exponential time decay. Then, the sound ray is re-
flected in the specular direction. The accuracy of this method
depends of course on the assumption of the exponential de-
cay, and in particular on the determination of the decay con-
stant.

The original features of the method described in this
paper are that it is easy to implement, it does not require any
particular assumption on the time decay, and it can account
for any combination of specular and diffuse reflections.
However, the accuracy of the calculated room acoustics pa-
rameters must be carefully analyzed, since the efficiency of
the method will be significantly affected by the way the sta-
tistical errors are taken into account.

I. DESCRIPTION OF THE SOUND RAY MODEL

This model has already been described in a previous
publication.11 The method is based on a randomized ray-
tracing algorithm in which sound rays are emitted by an
isotropic point source. The detectors are small rectangular
surfaces centered on the receiving points. The usual way of
defining these detectors is to divide an audience surface into
several patches, each patch being specified as a surface de-
tector. This obviously leads to a spatial distribution of the
room acoustics parameters on the audience. The choice be-
tween surface and volume detectors will not be discussed
here, since it does not have any fundamental consequence on
further developments and conclusions.

Hereafter are recalled some results of Ref. 11 which will
be used this paper. The squared rms sound pressure averaged
on the surface receiverDS is given by

p2~DS!5
r0c

DS E
0

2p

dfE
0

p

n~u,f!sinu du,

~1!

n~u,f!5S (
k50

`
ak~u,f!dk~u,f!

ucosî k~u,f!u D I ~u,f!.

In this expression, the angles~u,f! define any direction of
sound emission in a spherical coordinate system attached to
the point source:u is comprised between 0 andp, andf is
comprised between 0 and 2p, as usual.n~u,f! expresses the
contribution of the sound energy emitted in the solid angle
dV5sinududf to the detector: it is the sum of all orders of
reflection, fromk50 being the direct sound to~theoretically!
k5`. The contribution of thekth order includes the follow-
ing.

~1! I (u,f), the intensity expressed as the power emit-
ted per unit solid angle, in watts per steradian.

~2! This intensity is attenuated by the factorak(u,f),
which includes the exponential decay due to air absorption
and the reflection factors of all walls hit by the sound energy
beamdV.

~3! A factor dk(u,f) accounting for the possible contri-
bution of the beamdV at the detector, at thekth reflection:
d51 if the beam crossesDS at thekth reflection, otherwise
d50.

The denominator of Eq.~1! is the cosine ofî k , the angle
of incidence of the beam on the surface receiverDS at the
kth reflection. This factor is not fundamental, since it is
closely linked to the shape of the detector. Finally,r0c is the
characteristic impedance of the medium~kg m22 s21!.

One may wonder where the 1/r 2 law is hidden in this
expression~r being the distance traveled by the sound en-
ergy!. In fact, it is taken into account by the constant area of
the receiverDS, which subtends a solid angle decreasing
proportionally to 1/r 2 as the distance to the source increases.

Equation~1! has only been established for specular re-
flections, and it will be extended later for diffuse reflections.
It will now be expressed for the particular case of a fully
randomized ray tracing algorithm: IfN rays (u i ,f i) are
emitted from the source in random directions with a prob-
ability density function~pdf! ~1/4p!sinu, their energy and
local angle of incidence can be recorded each time they cross
a detector surface. This leads to the evaluation ofn(u i ,f i)
5n i , which includes as in Eq.~1! the initial intensity of the
sound ray attenuated by the absorption of the walls and the
medium. The following expression is an unbiased~meaning
that the expectation or statistical mean of the estimate is the
squared rms pressure! estimate of the squared rms pressure:

p̂2~DS!5
4pr0c

NDS (
i 51

N

n i . ~2!

It is interesting to mention that it is possible to estimate
the accuracy of the sound pressure calculations in random-
ized ray-tracing algorithms. This important point is seldom
addressed in the literature, but it is a fact that room acoustics
algorithms generally introduce calculation errors which are
never estimated. Each method has its own errors. In the case
of randomized ray tracing, statistical errors are introduced
and can be evaluated by the variance of expression~2!. This
variance is estimated by11

Var~ p̂2!'
1

N F S 4pr0c

DS D 2S 1

N (
i 51

N

n i
2D 2~ p̂2~DS!!2G , ~3!

which illustrates the well-known dependence of the statisti-
cal error@the square root of Eq.~3! or standard deviation# in
N21/2.

The calculation of Eq.~2! at each detector surface by the
sound ray algorithm gives the distribution of the sound pres-
sure levels in the room. If this calculation is restricted to the
contributions of the rays longer thanct, then the sound pres-
sure at timet of the time decay is obtained, and this leads to
reverberation time computations. Finally, the echogram is
derived from the calculation of Eq.~2! in prescribed~small!
time intervals.
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II. THE SOUND SCATTERING MODEL

A. Totally diffusing surface, single frequency band

Figure 1 illustrates the very simple case of a single dif-
fusing surfaceA in free field. The local angle of incidence on
the surface elementdA is u1 and the scattering direction is
defined by the anglesu2 and f2 . It is assumed that the
absorption factoraA and the diffusion properties are constant
along the surface. IfI rel(u1 ,u2 ,f2) is the relative distribu-
tion of the scattered power per unit solid angle, such that

E
0

2p

df2E
0

p/2

I rel~u1 ,u2 ,f2!sinu2 du251, ~4!

then the scattered rms pressurepsc at pointR is given by

psc
2 ~R!5r0c~12aA!E E

A

Wr~dA!I rel~u1A ,u2AR ,f2AR!

3
Aair~r 8!

~r 8!2 ,

~5!

Wr~dA!5
WS

4p
Aair~r !V~dA!.

In this expression,Wr(dA) is the power received by the
surface elementdA, while WS is the power emitted by the
isotropic sound source.V(dA) is the solid angle subtended
by dA at the point source,u1A is the angle of incidence of
the spherical sound wave ondA, and (u2AR ,f2AR) are the
angles associated with the scattering direction (dAR). The
last factor containsAair , which is the attenuation of the me-
dium depending on the lengthr 8 of the scattered ray.

The squared rms pressure can be averaged on the surface
receiverDS, which gives

psc
2 ~DS!5

1

DSE E
DS

psc
2 ~R!dS

5r0c~12aA!
Ws

4pDSE E
A

V~dA!

3 E E
V~dA,DS!

I rel~u1A ,u2AR ,f2AR!

3Aair~r 1r 8!
dV2

ucosî ~dA,R!u
, ~6!

whereV(dA,DS) is the solid angle subtended byDS at dA
~see also Fig. 1 for the definition of other symbols!. In this
expression, an exponential law has been assumed to account
for the attenuation of the medium.

Expression~6! can be formulated as Eq.~1!, performing
the substitution of the angles~u,f! attached to the sound
source fordA. The domain of integration is extended to the
whole solid angle~4p!, provided that the integrand is multi-
plied by a functiondA(u,f) @d51 if the sound ray~u,f!
reachesA, otherwised50#:

psc
2 ~DS!5

r0c

DS E
0

2p

dfE
0

p

sinu duE
0

2p

df2AR

3E
0

p/2

I rel~u1A ,u2AR ,f2AR!

3n~u,f,u2AR ,f2AR!sinu2AR du2AR ,
~7!

n~u,f,u2AR ,f2AR!5
~12aA!WsAair~r 1r 8!

4pucosî ~dA,R!u

3dA~u,f!dDS~u2AR ,f2AR!.

This theoretical expression of the scattered sound pres-
sure will now be evaluated by a sound ray algorithm. IfN
rays (u i ,f i) are emitted from the source in random direc-
tions with a pdf~1/4p!sinu, only some of them will reach
the diffusing surfaceA and then be scattered: Of course, this
is not an efficient algorithm for a single scattering surface
since most of the rays will miss the target, but it must be
remembered that this is only a special application of a more
general algorithm designed for closed rooms, where all rays
are ~a priori! almost equally important.

For these sound rays reachingA, a random scattering
direction (u2 ,f2) is determined with a pdf
I rel(u1 ,u2 ,f2)sinu2. Their energy is then decreased by a
factor (12aA). Again, most reflected rays will be lost, but
those which are reaching the detectorDS are recorded~with
their energy and local angle of incidence!, giving the evalu-
ation of n(u i ,f i ,u2 ,f2)5n i . It will be shown that the fol-
lowing expression is an unbiased estimate of the squared rms
pressure:

p̂sc
2 ~DS!5

4pr0c

NDS (
i 51

N

n i . ~8!

This is exactly the same expression as Eq.~2!, which was
established for specular reflections. In both expressions,n i is

FIG. 1. The diffusing surfaceA is ‘‘illuminated’’ by the sound source and
reflects the sound wave to the receiving surfaceDS. The local angle of
incidence on surface elementdA is u1 and the scattering angles areu2 and
f2 (f2 is in the plane of the diffusing surface!. The surface elementdS

centered onR subtends a solid angledV2 at dA, and î is the local angle of
incidence of the reflected ray on that element.

2070 2070J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 J. J. Embrechts: Diffusion for room acoustics ray tracing



not evaluated if the sound ray does not reach the detector
(n i50).

The proof is as follows:p̂sc
2 (DS) is a random variable,

since it is a function of the random variables (u i ,f i ,u2 ,f2).
Each random variablen i has the same expectation^n&, since
the same random process is applied for all rays. To evaluate
this expectation, one has to consider that each variablen ~the
index ‘‘i’’ can be omitted as a consequence of the previous
statement! has two possible realizations:

~1! nÞ0 if the direction~u,f! leads to the diffusing surface
A @i.e., belongs to the solid angleV(A)#;

~2! n50 if this direction does not belong toV(A).

Only the first one must be considered to compute^n& since
the second realization gives a null contribution. For a direc-
tion ~u,f! leading to the surfaceA, the random functionn
depends on the four random variables (u,f,u2 ,f2). Their
pdf f (u,f,u2 ,f2) is expressed in Eq.~9! by the product of
the pdf of~u,f! and the conditional probability of (u2 ,f2) if
~u,f! has been chosen. Therefore, the expectation ofp̂sc

2 is
given by

^ p̂sc
2 &5

4pr0c

DS
^n&

5
4pr0c

DS E E
V~A!

du dfE
0

2p

df2

3E
0

p/2

n~u,f,u2 ,f2! f ~u,f,u2 ,f2!du2 ,

~9!

f ~u,f,u2 ,f2!5
1

4p
sinuI rel~u1 ,u2 ,f2!sinu2 .

Finally, ^ p̂sc
2 & in Eq. ~9! is found to be exactly the same

aspsc
2 (DS) in Eq. ~7!, confirming the correct implementation

of the scattering model. This will be illustrated by the fol-
lowing simple example.

A square diffusing surface~Fig. 2! is scattering the
sound emitted by an isotropic point source to the receiving
point R. The acoustical power of the source is 120 dB, the
absorption factor of the surface isaA50.5, and the scattering
distribution follows the Lambert law (I rel5(1/p)cosu2). Air
absorption is neglected. Numerical integration of Eq.~5!
givespsc

2 (R), which is compared in Table I with the results
of the sound ray algorithm.

The numerical calculation of Eq.~5! is carried out with
an error less than 0.01 dB, whereas the statistical error inher-
ent to the sound ray algorithm is mentioned in the last col-

umn of Table I. This statistical error is computed as the 95%
confidence interval, through the evaluation of the variance by
Eq. ~3!. The error depends of course on the number of rays
used in the calculations and~roughly! on the probability for
a ray to reach the surface detector, which explains the differ-
ent values of the errors mentioned in Table I. However, the
results of the ray-tracing algorithm completed by their statis-
tical errors are consistent with the corresponding ‘‘theoreti-
cal’’ values of the squared rms pressure.

B. Partially diffusing surface, single frequency band

In the more general case of a partially diffusing surface,
a random numberZ is first generated between 0 and 1~uni-
form pdf! for each sound ray reaching the surfaceA. If Z
<dA ~the diffusion factor!, a random direction (u2 ,f2) is
determined with pdf I rel(u1 ,u2 ,f2)sinu2. Otherwise (Z
.dA), the sound ray is reflected in the specular direction. In
both cases, the sound ray energy is decreased by a factor
(12aA).

It can again be shown that Eq.~8! is an unbiased esti-
mate of the scattered squared rms pressure. Indeed, the ex-
pectation^n& in Eq. ~9! is now evaluated as follows: Each
variable n has three possible realizations, depending on
whether the direction~u,f!:

~a! leads to the diffusing surfaceA andZ<dA ,
~b! leads to the surfaceA andZ.dA ,
~c! or does not lead to the surfaceA(n50).

The first contribution to the expectation^ p̂sc
2 & is given by

Pdif
2 5

4pr0c

DS E E
V~A!

du dfE
0

dA
dZE

0

2p

df2

3E
0

p/2

n~u,f,u2 ,f2! f ~u,f,Z,u2 ,f2!du2 ,

~10!

f ~u,f,Z,u2 ,f2!5
1

4p
sinuI rel~u1 ,u2 ,f2!sinu2 .

The five random variables are now: (u,f,Z,u2 ,f2). Their
pdf (f ) does not depend onZ, since the conditional probabil-
ity of Z if ~u,f! has been chosen is simplydZ. Neither does
the functionn defined in Eq.~7!. Therefore, expression~10!
is reduced to the product of the diffusion factordA and the
squared rms pressure at the detectorpdif

2 (DS) obtained for a
totally diffusing surface~9!.

The second contribution to the expectation^ p̂sc
2 & can be

derived in the same way, giving the product of (12dA) and
pspec

2 (DS), the squared rms pressure at the detectorDS ob-

TABLE I. Comparison of some sound pressure levels computed at the receiverR by Eqs.~5! and ~8!, in the
situation illustrated in Fig. 2. The squared rms pressure values computed by the sound ray algorithm~last
column! are averaged on an horizontal square surface~0.25 m2! centered onR.

Surface area~m2! Source: (xS ,zS) Receiver: (xR ,zR) psc
2 (R) dB p̂sc

2 (DS) dB

100 ~26.0,3.0! ~6.0,3.0! 80.11 79.860.6
100 ~27.49,14.5! ~7.25,10.0! 72.88 72.461.1
100 ~0.0,14.5! ~7.25,10.0! 74.50 74.760.4
100 ~0.0,14.5! ~0.0,3.0! 82.78 82.860.3

4 ~26.0,3.0! ~6.0,3.0! 67.04 67.161.3
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tained for a totally specular surface. Finally, considering that
the third contribution vanishes~sincen50), the expectation
of Eq. ~8! is

^ p̂sc
2 &5dApdif

2 ~DS!1~12dA!pspec
2 ~DS!. ~11!

This is exactly the value of the squared rms pressure that can
be expected at the detector, considering the definition of the
diffusion factor.

The situation illustrated in Fig. 2 has been simulated by
the sound ray algorithm, with several values of the diffusion
factor dA . The results~which are not reported here! were
consistent with the theoretical evaluations ofp2(R).

C. Partially diffusing surface, several frequency bands

The problem of the possible variation of the diffusion
factor with frequency must now be addressed. The idea of
this research is to propose a method to compute all the SPL
spectrum in a single pass, without altering the general frame-
work of the randomized ray-tracing algorithm. First of all, a
‘‘splitting coefficient’’ bA is defined for the surfaceA. The
value of this coefficient is unique~it does not depend on
frequency! and it can be chosen independently of the diffu-
sion factor. It will also be shown further that the coefficient
bA can possibly change from one reflection order to another,
in order to optimize the sound ray algorithm.

Once the splitting coefficient has been defined, the pro-
cess can be initiated: A random numberZ is generated for
each ray hitting the diffusing surface. IfZ<bA , the reflec-

tion is diffuse, otherwise it is specular. However, ifdA is
replaced bybA in Eq. ~11!, the calculated sound pressure
level is no longer correct. To compensate for this effect, the
energy of the sound ray must be corrected~at all frequencies
f! by a factordA( f )/bA if the reflection is diffuse and by a
factor (12dA( f ))/(12bA) if it is specular.

This energy compensation is valid in theory, and this
allows one to calculate all frequency components of the
spectrum simultaneously. However, it will raise other prob-
lems which are addressed in See. III. For example, ifdA( f )
.bA , the energy of a sound ray in that particular frequency
band is artificially amplified at each diffuse reflection. What
is the consequence of this amplification on the sound ray
process? The answer can be related to the value attributed to
bA . If bA50.5, then the previous effect of artificial ampli-
fication or attenuation is limited to a factor 2, whatever the
value of the diffusion factor. However, if the diffusion factor
does not depend on frequency (dA( f )5dAÞ0.5), bA5dA

would be a better choice thanbA50.5, in order to avoid any
amplification or excessive attenuation. A compromise could
be found in attributing the average value of the diffusion
factor ~for all frequencies! to the splitting coefficient: This
would limit artificial energy manipulations while reducing to
bA5dA for a constant diffusion factor.

Before going into more detail, it will now be shown that
the method works properly. This could be easily proved by
extending the mathematical developments of Sec. II B, but
rather the proof will be illustrated in the following by an
example.

The single diffusing surface~Fig. 2! is again simulated,
but with a diffusion factor depending on frequency. Table II
shows the results of three executions of the sound ray pro-
gram.

~1! All frequency bands one by one~method B!: This re-
quires five passes, since the results are the same at 500
Hz and 1 kHz~no air absorption, surface absorption and
diffusion identical!.

~2! All frequency bands simultaneously withbA5mean
$dA( f )%50.5 ~method C!.

~3! All frequency bands simultaneously withbA

5max$dA(f)%50.75 ~method D!.

Interesting conclusions can be drawn from these results.
First of all, it can be seen that the method works properly,
since the sound pressure levels computed by methods B, C,

FIG. 2. The square~hatched! scattering surface (side5a) lies in the hori-
zontal planez50. The point source is in (xS,0,zS) and the receiving point in
(xR,0,zR).

TABLE II. SPL ~dB! computed at the receiverR in six octave bands, using different algorithms:~A! numerical
integration of Eq.~5! and addition of the theoretical specular component;~B! sound ray program,N553106

rays, one pass per different diffusion factor value~five passes!; ~C! sound ray program,N553106 rays, single
pass withbA50.5; ~D! sound ray program,N553106 rays, single pass withbA50.75. The size of the
diffusing surface is 7 m37 m, the source is in (xS526,zS53) and the receiving positionR in (xR56,zR

53). The distance between the source and the receiver is 12 m.

Calculation
method 125 Hz 250 Hz 500 Hz 1 kHz 2 kHz 4 kHz

A 82.63 81.98 81.49 81.49 80.93 79.94
B 82.860.6 82.360.6 81.860.7 81.860.7 81.560.7 79.760.9
C 83.160.7 82.360.7 81.860.7 81.860.7 81.160.7 79.860.8
D 82.961.0 82.261.0 81.660.9 81.660.9 81.060.9 79.760.9
Diffusion factor 0.25 0.4 0.5 0.5 0.6 0.75
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and D are consistent with the theoretical values of method A.
Second, method B~five passes! requires 663 s~computing
time!, while methods C and D~one single pass! only require
133 s on the same computer~Pentium 233 MMX personal
computer! and with the same number of rays.

The third conclusion is that the drastic gain in comput-
ing time has been obtained at the expense of an increasing
statistical error. This effect is restricted to some tenths of
decibel in this simple situation, but it could introduce a limi-
tation to the method. Indeed, to compensate this increase of
the statistical error, a greater number of rays is needed and
this in turn requires a greater computing time, reducing the
benefit of the single pass. This limitation is particularly sig-
nificant in the casebA5max$dA(f)%: At 125 Hz, the relative
statistical error is 23%~about 1.0 dB! for the ‘‘single pass’’
process, instead of 14%~about 0.6 dB! for the ‘‘five passes.’’
To obtain the same statistical error with a single pass, the
number of rays should be increased by a factor 2.7@remem-
ber the law inAN expressed in Eq.~3!#.

This increase of the statistical error will be addressed in
the next sections. An explanation will be found in Sec. III for
the simple case of a single reflection on a diffusing surface,
and the analysis will be further carried out for more general
situations including several diffuse and/or specular reflec-
tions ~Sec. IV B!.

The last conclusion that can be drawn from Table II is
that the statistical errors are greater with method D (bA

5max$dA(f)%) than with method C (bA5mean$dA( f )%).
This must be related to the effect of amplification or exces-
sive attenuation mentioned earlier, but this assumption must
still be confirmed.

III. THE INCREASE OF THE STATISTICAL ERROR

An explanation must be found for the increase of the
statistical error by the methods using a splitting coefficient
bA different from the diffusion factor. In this respect, the
variance of the following estimate must be evaluated@see
Eq. ~8!#:

p̂sc
2 ~DS!5

4pr0c

NDS (
i 51

N

m i5
j

N (
i 51

N

m i ,

m i5
dA

bA
n i if Zi<bA ~12!

and

m i5
12dA

12bA
n i if Zi.bA .

The expectation of this random variable isj^m&, which does
not depend on the splitting coefficient, as explained in Sec.
II C. Now, the variance of Eq.~12! is given by

sp
25

j2

N
var~m!5

j2

N
~^m2&2^m&2!. ~13!

It is implicitly assumed in Eq.~13! that all rays are emit-
ted from the source in an independent way, such that the
random variablesm i are statistically independent. Referring
to the development of̂p̂sc

2 & in Sec. II B, the expectation̂m2&

can be formulated as the sum of two components, one diffuse
~index d! and the other specular~index s!:

^m2&5bA^md
2&1~12bA!^ms

2&

5bA

dA
2

bA
2 ^nd

2&1~12bA!
~12dA!2

~12bA!2 ^ns
2&. ~14!

The expectation̂nd
2& is closely related to the variance of the

squared rms pressure created by a totally diffusing surface
(dA51), since

var~ p̂d
2~DS!!5

j2

N
~^nd

2&2^nd&
2!, ~15!

where the indexd has been appended to distinguish from the
specular component. In most situations where the statistical
error is significant,̂ nd

2& is the main contribution to the vari-
ance. Similarly,̂ ns

2& is generally the most significant contri-
bution to the variance of the specular squared rms pressure.
Finally, after some manipulations, expressions~13! and~14!
lead to

sp
25sp,0

2 1
j2

N

~dA2bA!2

~12bA!bA

3F ^nd
2&2

bA~12dA!~^ns
2&2^nd

2&!

dA2bA
G ,

~16!

sp,0
2 5

j2

N
~dA^nd

2&1~12dA!^ns
2&2^m&2!,

wheresp,0
2 is the variance obtained when the splitting coef-

ficient coincides with the diffusion factor. Equation~16!
clearly shows the difference between the variances computed
in the casesbA5dA and bAÞdA . If ^nd

2&'^ns
2&, the vari-

ance of the estimatêp̂sc
2 & ~and thus the statistical error! in-

creases with the absolute difference between the diffusion
factor and the splitting coefficient. Limiting this effect can be
realized by the following techniques:

~1! reducing the absolute difference betweenbA anddA , for
example, by choosingbA as the average value of the
spectrumdA( f );

~2! avoiding the valuesbA50 andbA51 ~denominator50!.
In fact, the denominator is maximum~minimizing the
variance! for bA50.5.

If ^nd
2&Þ^ns

2&, a second term comes forth in the expres-
sion of the variance, and this term can be either positive or
negative. Therefore, reductions of the statistical error can be
observed for suitable values ofbA : This is the case for
method C at 4 kHz in Table II. But these are very limited
cases which cannot help in finding general rules for the
choice ofbA .

The theoretical analysis of the variance has thus con-
firmed the results of the last example described in Sec. II C
namely that the choice of the splitting coefficientbA has an
influence on the statistical error. The algorithm of the split-
ting coefficient generally increases the statistical error: This
has been proved for a single reflection on a single diffusing
surface but, as will be seen later, more complex effects are
created when several reflections are considered.
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IV. TESTING THE SOUND SCATTERING MODEL IN
AN ENCLOSURE

A. Test in a single frequency band

The algorithms presented in Secs. II B and II C must
now be tested in a more real situation where several diffusing
surfaces are present. First, it can be shown in theory that
these methods used in randomized ray-tracing algorithms
lead to a valid evaluation~an unbiased estimate! of the sound
pressure level at the detector. This has already been estab-
lished by Embrechts10 for specular enclosures, and this proof
is extended to partially specular/diffuse reflections in the Ap-
pendix.

Next, the algorithms will be tested in some particular
room acoustics’ applications. The rooms which will be used
are two enclosures described by Hodgson2,3 in his famous
studies about the evidence of diffusion, and also used by
Lam4 in his tests.

The first room~called in the following. ‘‘room 1’’ or
‘‘cubic room’’ ! is a cubic room with side 27.5 m. The ge-
ometry is described by a system of three Cartesian coordi-
nates (X,Y,Z), with X and Y in the horizontal plane~the
floor! andZ measuring the height above the floor. The point
source is located at midheight, near the wall (Y50): Its
coordinates areXS513.75 m, YS54.0 m, ZS513.75 m. Its
acoustical power has been arbitrarily set toLW5120 dB.
Four receiving positions have been defined at several dis-
tances from the source~from 5 to 20 m!: They are also situ-
ated at midheight, along an horizontal line parallel to theY
axis. To collect the sound rays, small vertical surfacesDS
are centered on these four receiving positions, at right angles
to the horizontal line joining the source and the receiving
points.

All room surfaces are identical with respect to their ab-
sorption and diffusion properties, as in Hodgson and Lam’s
papers. However, the absorption factors used by these au-
thors have not been explicitly mentioned in their works and
they will be recovered from the published reverberation
times~RT!. In Lam’s paper,4 the following values are found:
RT ~Eyring!58.8 s for room 1 and RT55.0 s for room 2
~which will be described later!. With these two values, and
applying Eyring’s formula, the absorption factor of the walls
is found to bea50.068 and the absorption coefficient of the
mediumm50.344 dB/100 m. The diffusion factor is a vari-
able in this problem.

The results of the simulations in a single frequency band
are listed in Table III. As can be expected, the two values of
the diffusion factor (d50 andd51) do not lead to signifi-
cant differences in this cubic room. The statistical errors on
the sound pressure levels are about 0.2 dB in both cases. The
reverberation times computed at the three receiving positions
R2, R3, and R4 are averaged, which gives 8.95 s ford50
and 8.80 s ford51. The sound decays used to compute these
reverberation times are quite linear.

These results show that the scattering algorithm works
properly, at least when it is applied in a single frequency
band with the splitting coefficient set to the diffusion factor.
There are of course some small differences with the results
published by Lam4 for three other algorithms, but these de-

viations remain acceptable and they can be explained by the
different methods used, their different ways of computing the
reverberation time, and their accuracy~which are not pub-
lished for the other algorithms!.

The influence of the diffusion factor will be more no-
ticeable in the next enclosure, which is a ‘‘disproportionate
long room’’ called room 2. The dimensions are 55 m along
OX, 110 m alongOY, and 5.5 m alongOZ. The absorption
factors are the same as in room 1. The source is again at
midheight (XS527.5, YS510.0, ZS52.75), and the receiv-
ing positions are located on a horizontal line parallel to theY
axis (XR527.5,ZR527.5,YR515,20,...,100).

The reverberation times~averages of the values com-
puted at six receiving positions! are the following: 14.6 s
(d50), 5.97 s (d50.25), and 4.94 s (d51). These results
are consistent with those published by Lam4 for the same
enclosure. Unlike the cubic room, the disproportionate long
room is characterized by decay curves which are clearly non-
linear in the totally specular case (d50), and this implies
that the method used to interpolate the decays can have an
influence on the reverberation time values.15 In the diffuse
case (d51), the decay curves are quite linear and the com-
puted reverberation time approaches the Eyring’s value~5.0
s!.

The computed sound propagation decays are illustrated
in Fig. 3. The associated statistical errors are comprised be-
tween 0.2 and 0.4 dB. These results confirm the findings of
Hodgson and Lam, namely that in disproportionate long
rooms, the decay is steeper for totally diffusing walls. There
is nothing new in this conclusion, but these consistent results
again indicate that the algorithm is working properly. Note
that the decays illustrated in Fig. 3 are closer to the results of
Hodgson~Fig. 5 of Ref. 3! than those of Lam~Fig. 1 of
Ref. 4!.

B. Tests in several frequency bands

Now that the diffusion algorithm can be trusted, the pro-
cedure proposed in Sec. II C for the simultaneous treatment
of several frequency bands will be tested. The acoustical data
~source power and absorption factors! are identical in all oc-
tave bands~from 62.5 to 8000 Hz!, except the diffusion fac-
tor which is the same for all surfaces but depends on fre-
quency. The splitting coefficient performing the separation
between specular and diffuse reflections is set to the average
value of the diffusion factor~about 0.5!.

TABLE III. Comparison of the sound pressure levels (LP in dB! measured
in room 1 at the four receiving positions R1–R4, and the corresponding SPL
computed by the sound ray algorithm with (d51) or without diffusion (d
50). The results are computed in a single frequency band (b5d).

Receiver
Source-receiver

distance~m!
LP2LW (dB)

measureda

LP2LW (dB)
computed
(d50)

LP2LW (dB)
computed
(d51)

R1 5.0 219.6 219.1 218.9
R2 10.0 220.2 219.9 219.9
R3 15.0 220.7 220.2 220.2
R4 20.0 221.0 220.3 220.4

aEstimated from Fig. 3 of Ref. 2.
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The first results were disappointing and are not reported
here. It appeared that the statistical errors on the computed
sound pressure levels were significantly increased when
passing from a single frequency band to the broad spectrum
model ~the number of rays being quite the same in both
situations!. This effect was rather limited at frequencies
where the diffusion factor was close to the splitting coeffi-
cient ~0.5!, but the statistical errors atd50 andd51 were
unacceptable. Of course, this increase could be compensated
by a greater number of rays but the gain obtained by a si-
multaneous treatment of all frequency bands would be lost.

This important effect has already been discussed in Sec.
III. Though it was still acceptable for a single diffusing sur-
face, the influence on the statistical errors is here so ampli-
fied that the algorithm becomes effectively useless. Fortu-
nately, a solution will be found in the following through an
adequate control of the splitting coefficient.

The increase of the statistical error is explained as fol-
lows: If all surfaces of the enclosure are identical, the ampli-
fication of the sound ray’s intensity aftern reflections is
given by

An~ f !5S 12d~ f !

12b D nsS d~ f !

b D nd

, ~17!

wherens and nd(5n2ns) are the number of specular and
diffuse reflections, respectively. All sound rays following the
same sequence of specular and diffuse reflections are equally
amplified. Their number is ~on average! Nn5N(1
2b)ns(b)nd. Therefore, the productNnAn( f ) does not de-
pend on the splitting coefficient, and this is true for any
sequence defined byns and nd . The effect of the splitting
coefficient is thus to amplify or attenuate the intensity of the
sound rays belonging to that given sequence, while respec-
tively reducing or increasing the number of rays in compari-

son with the caseb5d( f ). This situation leads to ill-
conditioned ray-tracing algorithms, since most of the
computing time and efforts are dedicated to the less impor-
tant contributions.

Consider for example the cased50 ~or d51). With
b50.5, only an eighth of the total number of rays are still
active after three reflections~the other rays are completely
attenuated!. After n reflections, this number is reduced by 2n

and this can explain why the statistical errors arise.
The problem is also illustrated by the sound decay

curves obtained with several values of the diffusion factor
~see Fig. 4!. The splitting coefficient for all these curves is
b50.5. As the diffusion factor deviates from the splitting
coefficient, the decays are more and more disturbed by the
reduction of the active number of rays. It is not surprising
that the computed reverberation times will be affected by
these significant statistical errors.

The solution to this problem is to adapt the splitting
coefficient to the past history of the sound ray at each order
of reflection, in order to limit its amplification at all frequen-
cies. With this process, any sound ray will be naturally dedi-
cated to the particular frequency bands where it gives the
most significant contribution aftern reflections. This con-
stant modification of the splitting coefficient is theoretically
correct~it will not change the estimate of the sound pressure
level!, provided that all rays belonging to the same sequence
of reflections and diffusions are submitted to the same se-
quence of splitting coefficients~see the Appendix!.

The sequence of the splitting coefficients is obtained by
limiting the amplification of the sound ray’s intensity at each
reflection. Given the amplificationAn( f ) at the nth reflec-
tion, its value at the (n11)th reflection will be one of the
following:

FIG. 3. Difference between the sound pressure levels~decibels! computed at several distances~r! from the point source in the disproportionate long room and
the power level of this source~also in decibels!. These results are computed in single frequency bands with the splitting coefficient set to the diffusion
factor ~d!.
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An11~ f !5An~ f !
12d~ f !

12bn11
if Zn11.bn11 ,

or ~18!

An11~ f !5An~ f !
d~ f !

bn11
if Zn11<bn11 .

The optimum value of the splitting coefficient is the one
which minimizes the maximum ofAn11( f ) in both situa-
tions:

bn115
maxf$An~ f !d~ f !%

maxf$An~ f !d~ f !%1maxf$An~ f !~12d~ f !!%
. ~19!

Therefore, a new value of the splitting coefficient will be
computed at each reflection of the sound ray according to Eq.
~19!. This procedure ensures that all rays belonging to the
same sequence of reflections and diffusions are submitted to
the same sequence of splitting coefficients.

Room 2 is again used as a test enclosure, with the same
absorption factors as in Sec. IV A. The diffusion factor is
given in eight octave bands (d50.0,0.1,0.25,0.5,0.6,0.75,
0.9,1.0!. The results of the new algorithm~b var.! are com-
pared in Table IV with the results obtained in Sec. IV A for
a single octave band (d5b).

The results of the new algorithm are shown to be con-
sistent with their corresponding values computed withd
5b. As could be expected, the statistical deviations increase
though the number of rays is the same. For example, the
average increase of the statistical error is about 1.9 ford
50: therefore, the number of rays should be multiplied by
(1.9)253.6 to obtain the same accuracy. Ford50.25, only
2.8N rays would be required, and 4.2N rays ford51. In all
cases, the simultaneous computation in all frequency bands
is faster, even in the less favorable situations.

It has also been observed that the amplification of the
sound ray’s intensityAn( f ) is generally less than (n11)

FIG. 4. Reverberation time decays obtained with the same splitting coefficient~b50.5! at all orders of reflection. The results are computed at 5 m from the
source, in the disproportionate long room. The eight values of the diffusion factor~d! identify the results computed in the eight octave bands~wall’s and
medium’s absorption factors do not depend on frequency!.

TABLE IV. Comparison of the sound pressure levels~dB! computed at several distancesr ~m! from the point
source in room 2. The three executions (d5b) are carried out in single frequency bands with the splitting
coefficient set to the diffusion factor, while the results noted~b var! are obtained with a single execution of the
new algorithm. The number of rays is the same for all executions (N51.63106).

r ~m! d5b50 d50, b vara d5b50.25 d50.25,b var d5b51 d51, b var

5 100.760.2 100.660.4 101.360.2 101.460.3 103.160.2 103.160.4
10 98.760.2 98.760.4 99.160.2 99.160.3 100.360.2 100.360.3
15 97.960.2 98.060.4 97.960.2 98.060.3 98.660.2 98.760.5
20 97.160.2 96.860.4 96.960.2 96.960.4 97.360.2 96.960.4
30 96.660.2 96.760.4 95.560.2 95.660.4 94.960.3 95.160.5
50 95.860.2 95.960.4 93.760.2 94.060.5 91.260.3 91.060.6
70 95.360.2 95.160.4 92.760.3 92.560.5 88.460.4 89.061.0
90 95.060.2 94.860.4 92.260.3 92.260.5 87.260.4 86.161.0

ab given by Eq.~19! at each reflection.
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with this procedure, which indicates a linear increase as a
function of the order of reflection. As the natural attenuation
~due to sound’s absorption! is rather exponential, this ensures
that the sound ray will not travel indefinitely in the enclo-
sure.

Figures 5 and 6 show some reverberation decays ob-
tained by the new algorithm, compared with the correspond-
ing decays computed withb5d ~the number of rays is quite
the same!. The receiver position is at 5 m from the source in
Fig. 5, and at 15 m from the source in Fig. 6. In these figures,

the curves (d50.9) and (d50.25) have been shifted down-
wards~respectively 20 and 40 dB, respectively, below their
computed values! to allow an easier observation.

A drastic improvement has been obtained by the new
algorithm, in comparison with the poor results shown in Fig.
4. This improvement is confirmed by the values of the com-
puted reverberation times in Table V, which are clearly con-
sistent with the values delivered by the program in a single
frequency band. Note that the slightly higher value found for
d51.0 ~in comparison withd50.9) is not really significant,

FIG. 5. Reverberation time decays obtained with a variable splitting coefficient (bvar), compared with the corresponding decays computed in single frequency
bands withb5d ~dotted curves!. The curves (d50.9) and (d50.25) have been shifted downwards~respectively, 20 and 40 dB below their computed values!.
The receiver is situated at 5 m from the source, in the disproportionate long room.

FIG. 6. Same as Fig. 5, but at 15 m from the source.
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since it must be due to the statistical errors affecting the
sound decay curves.

The last application will illustrate the influence of the
wall’s absorption properties on the efficiency of the new al-
gorithm. The previous example was quite unfavorable in this
respect, since a low absorption~or a high reverberation! cre-
ates a great number of long rays which still have a significant
contribution at the detectors after several diffusions or specu-
lar reflections. The contribution of these long rays is clearly
the most affected by the choice of the splitting coefficient:
This is evident from the decays shown in Fig. 4, but appears
also ~to a lesser extent! in Figs. 5 and 6.

Therefore, it seems that more favorable cases are ob-
tained as wall’s absorption increases. To show this, the same
disproportionate long room is again simulated witha50.2
instead of 0.068. It is found that the sound pressure levels
computed in eight octave bands simultaneously are still con-
sistent with those computed in single octave bands sepa-
rately. Other results are found in Table VI.

Table VI shows that the reverberation times computed
by both methods are still very close. What is more interesting
here is the ratios/s0 showing the increase of the statistical
error when passing from a single octave band to the simul-
taneous treatment of all octave bands. This increase of the
statistical error would be compensated by a greater number
of rays: 2.8N ~for d50), 2.3N (d50.25), and 2.5N (d
51). If these numbers are compared with those obtained for
a50.068~respectively, 3.6N, 2.8N and 4.2N), it can be con-
cluded that the efficiency of the method increases with the
~mean! absorption factor.

C. Still further improvements

A still more efficient algorithm could take advantage of
the differences observed in the reverberation times~as a
function of frequency! and also in the statistical errors.

Consider again the results presented in Table VI. It
seems evident that the very long rays are only useful in the
octave band where the reverberation time is longer (d50).
The adaptation process of the splitting coefficient could take
this into account, e.g., by removing from Eq.~19! the fre-
quency bands where the sound ray’s intensity has fallen be-
low a given threshold.

The analysis of Table VI leads to another suggestion:
The number of raysN mentioned in the last column leads
approximately to the same statistical errors in each single
frequency band. Now, if 163106 rays are used in the simul-
taneous treatment of all bands, the required accuracy is al-
ready obtained in the band whered50 after 23106 rays.
Therefore, it does not make sense to spend more computing
efforts for this particular frequency band, and the modifica-
tion of the splitting coefficient could be used to progressively
concentrate these efforts in the frequency bands requiring
more rays. This would of course necessitate a periodic evalu-
ation of the statistical errors in all bands.

V. CONCLUSION

Randomized ray-tracing algorithms can be adapted to
simulate diffusely reflecting boundaries. However, a major
problem of this adaptation is the dependence of the diffusion
factor on frequency, which implies that the execution of the
program must be repeated for each frequency band. A solu-
tion could be found in the method proposed in this paper: It
is based on a particular coefficient called the ‘‘splitting co-
efficient,’’ which controls the sequences of consecutive dif-
fuse and specular reflections without any influence of fre-
quency.

Theoretical developments and examples have shown the
adequacy of this method. They also indicated that the statis-
tical errors on the computed results tend to increase~for the
same number of sound rays!. Therefore, an appropriate con-
trol of the splitting coefficient is necessary, in order to pre-
serve the efficiency of the algorithm. The best efficiency is of
course obtained when the diffusion factor is nearly constant
as a function of frequency. As stronger differences occur in
the diffusion spectrum, the method becomes less efficient.
The reverberation time is also a significant factor in this re-
spect, since less reverberant enclosures lead to more efficient
executions of the program.

Still further improvements are possible, but the method
as it stands can already be applied in any randomized ray-
tracing algorithm, since the developments and conclusions
are not restricted to a particular algorithm.

APPENDIX

It will be proved that Eq.~2!, which was established in
the case of specular reflections, can be extended to the more
general case of an enclosure bounded by partially diffusing
surfaces.

First of all, the squared rms sound pressure will be av-
eraged on the surface receiverDS to find an expression simi-
lar to Eq.~1!. The multiple contributions at a receiving point
R belonging toDS are11

TABLE V. Comparison of the reverberation timeT30 (s) computed by the
sound ray algorithm in each octave band separately and in all octave bands
simultaneously. The values are the averages of the reverberation times com-
puted at six receiving positions comprised between 10 and 70 m from the
source.

Diffusion factord

T30 (s) computed in
a single octave band

(b5d)

T30 (s) computed in
eight octave bands

~b variable!

0.25 5.97 5.79
0.9 4.90 4.79
1.0 4.94 4.83

TABLE VI. Comparison of some results obtained by the sound ray algo-
rithm in a single octave band (b5d, statistical errors0 , number of raysN!
and by a simultaneous treatment of eight octave bands~b var, statistical
error s!. The values of the reverberation times are the averages computed
for six receiving positions comprised between 10 and 70 m from the source.

Diffusion factor s/s0 ~average! T30 (s), b5d T30 (s), b var. N

d50 1.68 6.63 6.70 23106

d50.25 1.50 3.09 3.15 53106

d51 1.59 1.75 1.76 163106
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~1! contributions Sn–R: sound intensity reachingR after
‘‘ n’’ specular reflections,n50 being the direct sound;

~2! contributions Sk–D –Sk –R: ‘‘ k’’ specular reflections
followed by a diffusion and again ‘‘k’’ specular reflec-
tions (n>1, k50,...,n21 andk5n2k21);

~3! contributions Sk–D –Sl –D –Sl –R: contributions with
two diffusions;

~4! contributions with more than two diffusions.

This analysis is restricted to the first and second orders of
diffusion, but the procedure~which becomes more and more
complex! can be extended to any order of diffusion.

The first contributions (Sn–R) involve ‘‘n’’ specular re-
flections. The expression of the squared rms pressure is
therefore similar to Eq.~1!, but restricted to thesenth order
reflections:

p2~DS!5
r0c

DS E
0

2p

dfE
0

p

nn~u,f!sinu du,

~A1!
nn~u,f!5

an~u,f!dn~u,f!

ucosi n~u,f!u
I ~u,f!.

However, there is a significant difference from Eq.~1!, more
precisely in the expression of the attenuationan(u,f) which
now includes the factors (12di) of the ~partially! diffusing
surfaces hit by the sound ray.

The second contribution to the squared rms pressure in-
volves a single diffusion:Sk–D –Sk –R. An equivalent situ-
ation can here be defined by considering a single diffusing
surface, a single image source and a single image detector.
The image source is anykth order imageQki of the real
source, while the image detector is anykth order imageRk j

~belonging toDSk j ) of the real detector, taking into account
the lastk specular reflections. Expression~7! can be used for
this equivalent situation:

psc
2 ~DSk j !5

r0c

DSk j
E

0

2p

dfE
0

p

sinu duE
0

2p

df2E
0

p/2

I rel~u1 ,u2 ,f2!nkn~u,f,u2 ,f2!sinu2 du2 ,

~A2!

nkn5
dk11~12ak11!~Pk11Þ l 51

n ~12a l !~12dl !!Aair,n~u,f,u2 ,f2!I ~u,f!

ucosî ~dA,Rk j !u
dki~u,f!dDSk j

~u2 ,f2!.

In this expression, the anglesu and f are attached to the
image sourceQki . The effective angular extent of this source
is limited by the factordki(u,f) @d51 if the sound ray emit-
ted by the image source in the direction~u,f! effectively hits
the diffusing surface at the elementdA#. The angles (u2 ,f2)
defining the direction of scattering are attached todA. The
notation has been here simplified: It is clear that these angles
~as well asI rel) depend ondA, and therefore on~u,f!. The
effective angular extent of the secondary sourcedA is lim-
ited by the factordDSk j

(u2 ,f2). nkn includes the contribu-
tions of the absorption (a l) and diffusion (dl) factors which
depend on (u,f,u2 ,w2).

To obtain the total contributionSk–D –Sk –R, the next
step is to sum for allkth order image sources and for allkth
order image detectors. This can be done by the following
procedure: The local spherical coordinates~u,f! of each im-
age source are first transformed into the corresponding coor-

dinates attached to the real source. Eachkth order image
source defines an effective solid angle~corresponding to
dkiÞ0) on the unit sphere surrounding the real source. These
solid angles do not overlap each other, since the ‘‘k’’ specu-
lar reflections of any sound ray~u,f! can only be realized by
a single image source. Therefore, the first double integral in
Eq. ~A2! includes the contributions of allkth order image
sources, provided that one changes the signification ofu and
f and thatdki is replaced bydk ~51 if the ray hits the
diffusing surface of the enclosure afterk specular reflec-
tions!.

The same development can be done for the image detec-
tors: All of them subtend solid angles at the diffusing ele-
mentdA, which do not overlap each other. Therefore,dDSk j

can be simply replaced bydk in Eq. ~A2!, which finally leads
to

psc
2 ~DS!5

r0c

DS E
0

2p

dfE
0

p

sinu duE
0

2p

df2E
0

p/2

I rel~u1 ,u2 ,f2!nkn~u,f,u2 ,f2!sinu2 du2 ,

~A3!

nkn5
dk11~12ak11!~Pk11Þ l 51

n ~12a l !~12dl !!Aair,n~u,f,u2 ,f2!I ~u,f!

ucosi n~u,f,u2 ,f2!u
dk~u,f!dk~u2 ,f2!.
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The third contribution to the squared rms pressure involves
two diffuse reflections:Sk–D –Sl –D –Sl –R. An equivalent
situation can here be defined by considering a diffuse reflec-
tion on the surface elementdA, after ‘‘k’’ specular reflec-
tions. ElementdA is then considered as a sound source,
emitting in a hemisphere with the relative intensity distribu-
tion I rel(u8 ,e,h), whereu18 is the angle of incidence ondA.
The total contribution of the sourcedA to the squared rms
pressure at the receiver~from the typeSl –D –Sl –R) can be
deduced from Eq.~A3!:

psc
2 ~dA,DS!5

r0c

DS E
0

2p

dhE
0

p/2

sine deE
0

2p

df2

3E
0

p/2

I rel~u1 ,u2 ,f2!n ll~e,h,u2 ,f2!

3sinu2 du2 . ~A4!

n ll is taken fromnkn in Eq. ~A3!, with l andl instead ofk
andk, respectively, and the angles~e,h! instead of~u,f!. It
containsI dA(e,h), the power emitted bydA per unit solid
angle in the direction~e,h!:

I dA~e,h!5dk11~12ak11!Wr~Qki ,dA!I rel~u18 ,e,h!,
~A5!

Wr~Qki ,dA!5I ~u,f!S )
j 51

k

~12dj !~12a j !D
3Aair~Qki ,dA!dV~Qki ,dA!dki~u,f!.

The notation has been again simplified. For example, the
indices ‘‘k11’’ or ‘‘ j’’ in the absorption and diffusion fac-
tors indicate their values at thek11 th or thejth reflection
for the particular ray~u,f!, the k11 th reflection being the
diffuse reflection ondA. Wr(Qki ,dA) is the power received
by dA from the image sourceQki , dA subtending a solid
angledV(Qki ,dA) at Qki . Finally, the anglesu and f are
attached to the image source.

Integrating for all diffusing elementsdA can be realized
by integrating for all angles ~u,f!: Remember that
dV(Qki ,dA)5sinu dudf. Summing for allkth order image
sources can be done with the method used to derive Eqs.
~A3! from ~A2!, which gives

psc
2 ~DS!5

r0c

DS E
0

2p

dfE
0

p

sinu duE
0

2p

dhE
0

p/2

I rel~u l8 ,e,h!sinedeE
0

2p

df2E
0

p/2

I rel~u1 ,u2 ,f2!

3nk ln~u,f,e,h,u2 ,f2!sinu2du2 ,
~A6!

nk ln5

dk11~12ak11!dk1 l 12~12ak1 l 12!~P
mÞk11,k1 l 12
m51
n

~12am!~12dm!!Aair,n~u,f,e,h,u2 ,f2!I ~u,f!

ucosî n~u,f,e,h,u2 ,f2!u

3dk~u,f!d l~e,h!dl~u2 ,f2!.

The total contribution to the squared rms pressure at the re-
ceiving surfaceDS is therefore given by the sum of the ex-
pressions~A1!, for all n, ~A3! for all k,n, ~A6! for all k,l ,n
and all next orders of diffusions.

Now, it will be shown that the following expression
~computed by the tracing ofN rays! is an unbiased estimate
of this total contribution:

p̂2~DS!5
4pr0c

NDS (
i 51

N

m~u i ,f i !

5
4pr0c

NDS (
i 51

N

m0~u i ,f i !

1m1~u i ,f i ,Zi1 ,e i1 ,h i1!

1m2~u i ,f i ,Zi1 ,e i1 ,h i1 ,Zi2 ,e i2 ,h i2!1¯ .

~A7!

The function m has already been defined in Eq.~12! for
first-order diffusions. To obtainm, the functionn @expressed
in Eq. ~A1!, ~A3! or ~A6!# must be divided by the product of
all ‘‘splitting coefficients’’ b ik ~if diffusion occurs at thekth

order reflection! or (12b ik) ~if specular reflection occurs!.
In Eq. ~A7!, m0 is the direct sound~depending only on the
angles characterizing the direction of emission from the
source!, m1 symbolizes the first-order reflections~depending,
besidesu i and f i , on the random variablesZi1 separating
the diffuse and specular components, and on the angles of
scattering e i1 and h i1 if necessary!, m2 symbolizes the
second-order reflections, and so on.

The expectation of Eq.~A7! is simply the sum of the
expectations of all contributions corresponding to the differ-
ent orders of reflection. Consider thenth contribution
mn(u i ,f i ,Zi1 ,e i1 ,h i1 ,...,Zin ,e in ,h in) which has several
possible realizations:

~1! only specular reflections (Zik.b ik ,;k):mn is reduced
to mn(u i ,f i ,Zi1 ,...,Zin);

~2! only one particular valueZi j <b i j ~this corresponds to a
single diffusion!: mn is reduced to
mn(u i ,f i ,Zi1 ,...,Zi j ,e i j ,h i j ,Zi , j 11 ,...,Zin);

~3! two particular valuesZi j <b i j andZik<b ik , correspond-
ing to two diffusions and (n22) specular reflections;

~4! more than two diffuse reflections.
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The expectation of thenth order contributionmn is the
sum of the expectations corresponding to all these possible
realizations. The first one, for example, gives

^mn&5E
0

2p

dfE
0

p sinu

4p
du

3E
b1

1

dZ1¯E
bn

1

mn~u,f,Z1 ,...,Zn!dZn . ~A8!

In this expression, it has been considered that all random
variables (u,f,Z1 ,...,Zn) are independent: Therefore, their
joint probability density function is simply sinu/4p ~since
the uniform pdf of anyZk is 1!. It has also been considered
that the splitting coefficientsbk could be different at each
order of reflection of the sound ray, not only because the
surface hit by the ray is itself different, but also to introduce
the possibility that the splitting coefficient could be changed
at each reflection for the same surface. This is a more general
concept which is used in the definition of an algorithm in
Sec. IV: In Eq.~A8!, bk generally depends on the past his-
tory of the sound ray.

As mn does not depend explicitly onZn , the rightmost
integral in Eq.~A8! can be solved, giving (12bn)mn . Fur-
thermore, the new integrand does not depend explicitly on
Zn21 since the denominator ofmn contains the factor (1
2bn). The consecutive integrals are then likewise solved,
giving

^mn&5E
0

2p

dfE
0

p

nn~u,f!
sinu

4p
du, ~A9!

which leads exactly to the same expression as Eq.~A1! if the
constant factor 4pr0c/DS of Eq. ~A7! is reintroduced.

The second realization of the random variablemn corre-
sponds to a single diffusion. Its expectation is

^mn&5E
0

2p

dfE
0

p sinu

4p
duE

b1

1

dZ1¯E
0

b j
dZj

3E
0

2p

dh jE
0

p/2

I rel~u1 ,e j ,h j !sine jde j

¯E
bn

1

mn~u,f,Z1 ,...,Zj ,e j ,h j ,...,Zn!dZn .

~A10!

The joint pdf of all random variables has here been com-
pleted by the conditional probability of (e j ,h j ) if
(u,f,Z1 ,...,Zj ) have been realized, which is
I rel(u1 ,e j ,h j )sinej ~see Sec. II A!. Proceeding as before, the

rightmost (n2 j ) integrals can be solved consecutively.
Then, the integral onZj is solved, considering that the inte-
grand does not depend explicitly onZj . This gives a factor
b j , which simplifies with the same factor in the denominator
of mn . Finally,

^mn&5E
0

2p

dfE
0

p sinu

4p
duE

0

2p

dh j

3E
0

p/2

n jn~u,f,e j ,h j !I rel~u1 ,e j ,h j !sine jde j .

~A11!

Reintroducing the factor 4pr0c/DS, the contributions
Sj –D –Sn11–R in Eq. ~A3! are retrieved.

The same procedure can be used to retrieve Eq.~A6!
from the expectation of themn’s third realization~two diffu-
sions!: The extension is straightforward. And this finally
proves that expression~A7! computed by a sound ray algo-
rithm can be used as an unbiased estimate of the squared rms
pressure at the receiving surfaceDS.
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12B.-I. Dalenbäck, M. Kleiner, and P. Svensson, ‘‘A macroscopic view of
diffuse reflection,’’ J. Audio Eng. Soc.42, 793–806~1994!.

13H. Kuttruff, ‘‘A simple iteration scheme for the computation of decay
constants in enclosures with diffusely reflecting boundaries,’’ J. Acoust.
Soc. Am.98, 288–293~1995!.

14H. Kuttruff, ‘‘Energetic sound propagation in rooms,’’ Acust. Acta Acust.
83, 622–628~1997!.

15J. J. Embrechts, ‘‘A safe method of truncating an echogram calculated by
a sound ray technique,’’ J. Acoust. Soc. Am.103, 2788~A! ~1998!.

2081 2081J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 J. J. Embrechts: Diffusion for room acoustics ray tracing



Acoustic load on the ear caused by headphones
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The standardized method for measurement of complex impedances according to ISO 10534 Part 2
is applied to the acoustic impedance of the ear with an ‘‘open-pinna’’ condition and with different
types of headphones. The method is based on measurement of the transfer function of two
microphone locations in an impedance tube and subsequent signal processing of the complex signal
spectra. The termination of the tube is interpreted as ear canal entrance, while the measurement
direction is, apparently, from ‘‘inside’’ the head towards outside. A tube which was specifically
designed for this purpose works well, even though extremely small impedances must be measured.
The impedances of the free pinna are similar to the ‘‘soft’’ end condition in the open tube,
approximately following the radiation impedance of a piston into free space. The headphone
impedances can be separated according to the type of headphone. In addition, the absolute
impedances as the differences to the open ear compared with a number of headphones are interesting
and may be starting point for further investigations. One possibility is, of course, quality control of
headphones. The results are also expected to be useful for psychoacoustic research, for better
understanding of sound perception, and for use in development of audio equipment. ©2000
Acoustical Society of America.@S0001-4966~00!02504-2#

PACS numbers: 43.58.Bh, 43.66.Yw, 43.38.Si@SLE#

INTRODUCTION

The acoustic load on the human ear caused by head-
phones or earphones is among the essential parameters for a
realistic impression of reproduced sound. Several studies
identified the ‘‘open ear’’ as a necessary condition for listen-
ing tests, particularly for tests on source localization, source
distance, and externalization.1–3 The predominant construc-
tion of open-type headphones is the consequent choice for
commercial audio applications as well as for scientific stud-
ies on sound perception. In the latter applications, commer-
cial headphones are often modified to be more ‘‘open.’’ Of
course, this is only possible for applications with sufficient
sound insulation against background noise.

Although there is common agreement that ear occlusion
causes disturbing effects of internalization, in-head localiza-
tion, or even loudness differences~‘‘missing 6 dB’’ 4–6!,
there is no evidence for these effects in a quantitative deter-
mination of the relation between ear occlusion and psychoa-
coustic effects. This work is motivated by the fact that the
ear is not simply a passive system with linear and time-
invariant features, but an active transducer of sound pressure
into spike rates. And, it is well-known that the cochlea ac-
tively emits sound energy~otoacoustic emissions! which is
an important function of normal hearing. The hypothesis
might be posed that the eardrum as a source might be sensi-
tive to ear occlusion which introduces unnatural feedback.
Another point is that the auditory part of multidimensional
sensations can hardly be separated from other inputs like
tactile excitation of the skin around the ear and in the ear
canal. These suppositions, however, are to be investigated in
additional future studies.

This study is focused on the development of a measure-

ment technique for the impedance,ZI HP, of headphones, ear-
phones, or any other transducer-like hearing aid applied to
the human ear. The aim is to quantify the acoustic load in
terms of the complex impedance and by comparison with the
impedance ‘‘seen’’ from inside the open ear. The results are
expected to be useful in headphones design and in psychoa-
coustic tests focused on the questions mentioned above.

Figure 1 illustrates the impedance conditions of a head-
phone fitted to the ear.ZI HP is the impedance to be measured,
ZI ec the impedance of the ear canal, andZI tym the impedance
at the eardrum. The dashed line marks the reference plane for
the impedance determination.

I. EXPERIMENTAL ARRANGEMENT

The well-known approach of the two-microphone im-
pedance tube and digital frequency analysis7 is applied. The
method includes measurement of the acoustic transfer func-
tion of the two microphone signals and the determination of
the complex impedance at the termination of the tube~see
below!. The construction, however, must be modified to
match the geometrical conditions of the ear canal, pinna, and
headphone, for instance, as represented in standard dummy
heads. Thus, the dimensions of the tube are not typical. The
measurement is~apparently! performed from the inside to
the outside of the ear canal. Accordingly, the impedance tube
is constructed in such a way that the loudspeaker is consid-
ered inside the head with the measurement direction to the
sample toward the outside, the termination of the tube being
the ear reference point nearcavum conchaeand pinna simu-
lators ~see below!.

A. Impedance tube specifications

The tube is made of brass and has the following dimen-
sions: d510 mm, s157 mm, s2540 mm, l 525 mm, wa!Electronic mail: mvo@akustik.rwth-aachen.de
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54 mm, and a total length of 320 mm~Fig. 2!. With these
conditions, the tube is intended to be used in a nominal fre-
quency range between 200 Hz and 15 kHz. The choice of
three microphone positions allows a wide frequency range.
Condenser microphones~Sennheiser KE4! are used. Further-
more, it was found necessary to add porous material near the
loudspeaker to avoid reflections and tube modes. This should
theoretically not cause any problem, but sufficiently accurate
compensation of strong modal effects in amplitude and phase
is hardly possible in the practical realization.8

The calculation of the reflection factor and the imped-
ance complies with the method described in the ISO
standard.7 In formulation in the frequency domain, with the
spectraSI M1 andSI M2

SI M15ejklSI d1e2 jklSI r , ~1!

SI M25ejklejksSI d1e2 jkle2 jksSI r , ~2!

measured at the microphone positions 1 and 2, respectively,
the wave field in the tube can be expanded into one primary
~direct! wave and one reflected wave

SI d5e2 jkl
SI M22e2 jksSI M1

ejks2e2 jks , ~3!

SI r5ejkl
ejksSI M12SI M2

ejks2e2 jks , ~4!

and, finally, it is well-known that the reflection factorRI is

RI 5
SI r

SI d
5ej 2kl

ejksSI M12SI M2

SI M22e2 jksSI M1
, ~5!

or in another formulation

RI 5ej 2kl
ejks2HI 12

HI 122e2 jks with HI 125
SI M2

SI M1
. ~6!

As usual, the impedance,ZI , or normalized impedance,zI , is
derived from the reflection factor

ZI 5r0c
11RI

12RI
and zI 5

11RI

12RI
. ~7!

B. Signal processing

According to the above-mentioned theoretical basis,
there remains the task of measuring the transfer function
HI 12(v). To achieve best possible reproducibility and noise
immunity, methods with deterministic signals like 2-channel
fast Fourier transform~FFT! technique~signals like noise,
chirps, or any broadband signal with suitable FFT length! or
MLS technique~binary sequences of length 2n-1! may be
used. The efficiencies of these methods are similar and differ
only in the specific method of signal processing. With broad-
band white signals, both formulations in time or frequency
domain are indeed identical. In this study, PC-based MLS
technique ~ITADDA and software MF by ITA RWTH
Aachen! is used with sequences of order 13. With a sampling
rate of 44.1 kHz. the time response length is 186 ms and the
frequency line spacing is 5.4 Hz. Time aliasing is avoided
since the decay time~0 to 260 dB! of the system is below 80
ms.

The calculation method described in the ISO standard
was extended to ensure a smooth transition of the micro-
phone signals in the overlap region between the microphone
spacings. The broadband reflection factor is calculated from
the reflection factors for small~M1M2! and large~M1M3!
spacing according to a weighting function9

RI 5
sin2~ks1!•RI M1M21sin2~ks2!•RI M1M3

sin2~ks1!1sin2~ks2!
. ~8!

Hence, the critical frequencies where the wavelength equals
twice the microphone distances are completely excluded
from the evaluation.

II. VERIFICATION OF THE MEASUREMENT METHOD

At first, results are to be discussed regarding the effi-
ciency and accuracy of the complete arrangement. This is
important due to the very small geometrical conditions and
corresponding sources of errors. A rigid termination and the
open tube are used as reference samples.

A. Rigid termination

Results for the rigid termination are shown in Fig. 3.
The measured reflection factor can be interpreted well up to
12 kHz. Problems above this frequency limit are caused
mainly by insufficient output of the loudspeaker. Neverthe-
less, it is interesting to note how accurate the results are

FIG. 1. Equivalent circuit of a headphone fitted to the ear.

FIG. 2. Sketch of the impedance tube with three microphone positions.

2083 2083J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 Michael Vorländer: Acoustic load caused by headphones



between 200 Hz and 12 kHz. The deviation from the theo-
retical result phase ‘‘0’’ and magnitude ‘‘1’’ is only 5° and
0.0329, respectively, which corresponds to a minimum mea-
surable absorption coefficient of 0.064.

B. Open-ended tube

Another, even more important test involves a ‘‘soft’’
termination, i.e., measurement of a very small impedance
and a reflection factor near21. This is achieved by using the
open end of the tube. Here, it is expected that the impedance
can be compared with the radiation impedance,ZI rad, of a
circular piston at the end of a tube10 ~see below, Fig. 5!. The
agreement of the imaginary part is very good, whereas the
real part shows some losses other than the those due to ra-
diation. This may be caused by the air flow around the edges
of the tube’s end and by friction near the microphone sup-
ports and along the perimeterU and the cross sectionSof the
tube. The latter effect is estimated@see Ref. 7, Eq.~A.18!# by
the imaginary part of the wave number and the correspond-
ing attenuation per distance unit of

mtube'1.5•1025Af /Hz
U

S
, ~9!

which introduces over the double distance between the mi-
crophones and the termination (2l 550 mm) an apparent ab-
sorption of

a tube512e22mtubel . ~10!

In a rough estimation, this energy loss is concentrated in a
transmission line with a serial real resistance ofw to be
added to the complex radiation impedanceZI rad. This yields

w5
12A12a tube

11A12a tube

. ~11!

The validity of the estimation is supported by the fact that all
distances are small compared with the wavelength, at least
for frequencies up to 3 kHz. The magnitudes ofw ~attenua-
tion! and Re(ZI rad) ~radiation! are illustrated in Fig. 4. The
thick broken line in Fig. 5 shows the real part, including both
losses. Taking into account the losses in the narrow tube in
this way, the agreement of the real part is as good as for the
imaginary part. This or a more elaborate, modified correction
of the tube losses similar to Eq.~11! can even be used for
correction of measured absolute impedances, if they are as
small as in the example of the open tube.

The deviations from the ideal rigid or open conditions
are not as small as for precision measurements with standard
tube dimensions like 3- or 10-cm diameter. However, they
are not too serious.

C. Open ear

For the purpose mentioned above, the headphone mea-
surements, the results will be related to the results of the
open ear. Therefore, the open pinna as the termination is
chosen as the reference impedance for the evaluation of
headphones. The pinna used is taken from the head and torso

FIG. 3. ~a! Magnitude and~b! phase of reflection factor ‘‘rigid.’’

FIG. 4. Real part of open-end impedance with components ‘‘radiation’’ and
‘‘tube attenuation.’’

FIG. 5. Real and imaginary part of the impedance of the open-ended tube.
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simulator ~ITA head!.11 It is mounted in the middle of a
circular plate ~15-cm diameter! ~see Fig. 6!. The results
shown in Fig. 7 are used to obtain the reference for the
open-ear impedance. They are basically similar to the result
of the open tube, but the magnitude impedance curve is
slightly shifted due to changes in shape and cross section
along the ear canal between the tube, tragus, andcavum con-
chae.

For the interpretation of impedances of headphones, the
set of curves is shown in linear scale. Furthermore, the plots
show results from repeated measurements over several days.
The complete setup was dismantled and reassembled. Thus,
these variations allows for judgment of the variances and the
overall accuracy. The standard deviation of reproducibility
was thus determined to be less than 10% over the whole
frequency range. Accordingly, impedance variations smaller
than 10% cannot be regarded as significant effects. Further-
more, to check relevance of room reflections or diffraction at
surfaces near the end of the tube, the same experiment was
repeated in an anechoic environment instead of a laboratory
room. In another experiment, the tube was mounted straight
through a dummy head to achieve a situation with the pinna
located in a head. All these tests did not produce any signifi-
cant changes, so it can be concluded that mounting the pinna
in the center of a circular plate of 15-cm diameter and mea-
surement in an ordinary laboratory room is sufficient.

Of course, any other pinna like the KEMAR type~IEC
TR 959! or the geometrically described HEAD acoustics

type ~HMS II! can be used as well. It was observed that the
differences of the open-ear impedances are quite small and
hardly significant. Around 4.5 kHz the HMS pinna has a
slightly lower impedance than the ITA pinna, particularly
due to a lesser convergence of the cross section.

Finally, Fig. 8 shows the reference impedance in linear
scale for the open ear~arbitrarily chosen as ITA pinna with
mounting plate! used for the subsequent investigations.

III. HEADPHONE IMPEDANCES

Now, the measurement of headphone impedances is
straightforward. The headphone is adjusted to the pinna and
the mounting plate according to usual wearing conditions.
Then, the acoustic impedance of the termination is measured
in the same way as described before. It should be noted that
the headphone types chosen are an arbitrary ensemble that
was available for first experiments. The choice is not related
to any investigation of the audio quality of headphones.

A. Open headphones

As an open headphone, the classical headphone for labo-
ratory listening tests, STAX SRl Professional, was used as
an example. For the experiment, ten headphones of the same
type were available~denoted byOKi , i 50 to 9!. Figure 9
shows the results which indicate the general magnitude of
this headphone type and the deviation between different

FIG. 6. Impedance tube with ‘‘pinna’’ termination.

FIG. 7. Magnitude of open-ear impedance from ten independent measure-
ments.

FIG. 8. Magnitude and phase of open-ear reference impedance.
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specimen. The deviations are mostly significant: thus, the
production spread of the headphones is larger than the devia-
tions caused by measurement uncertainties. For comparison,
this headphone type will be included in some of the follow-
ing figures.

B. Semiopen headphones

Four different Sennheiser headphones~denoted by
HK1 : HD 540 Reference,HK2 : HD 560 Ovation,HK3 : HD
560 Ovation II,HK4 : HD 480! are measured. The magni-
tudes of the impedances are compared in Fig. 10. Larger
differences than for the open headphones are noticeable. This
also applies to the differences between the headphone types
and in comparison to the open ear.

Figure 11 shows the impedancezI HP that is obtained after
subtraction of the open-ear impedance from the measured
impedance

zI HP5
ZI HP2ZI pinna

r0c
. ~12!

The remaining difference can be interpreted as the acoustic
load caused by the headphone. Three headphones are pre-

sented as examples:HK4 ~supra-aural, semiopen!, HK3 ~cir-
cumaural, semiopen!, andOK0 ~circumaural, open!.

C. Closed headphones

Two different closed headphones~GK1 : Beyerdymanic
DT 770, GK2 : Sennheiser HD 224! were measured. The
magnitudes of the impedances are compared in Fig. 12.
Much larger differences than for the open and semiopen
headphones are noticeable. Figure 13 shows an example of
the influence of the application force on the closed head-
phone.

FIG. 9. Magnitude of the impedance of STAX SRl Professional measured
on the reference pinna.

FIG. 10. Magnitude of the impedance of four semiopen headphones
~Sennheiser! measured on the reference pinna.

FIG. 11. Acoustic load by headphoneszI HP of three headphones types~open
and semiopen!.

FIG. 12. Magnitude of the impedance of two closed headphones measured
on the reference pinna.
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Figure 14 shows, similarly to Fig. 11, the impedancezI HP

that is obtained after subtraction of the open-ear impedance
from the measured impedance. Again, the remaining differ-
ence can be interpreted as the acoustic load caused by the
headphone. Three headphones are presented as examples:
GK1 ~circumaural, close!, HK2 ~circumaural, semiopen! and
OK0 ~circumaural, open!. It is evident that the type of head-
phone can be related quantitatively to the acoustic load. And,
it is interesting that the acoustic load differs from the open
ear only above roughly 2 kHz, which applies to open and

semiopen headphones, and partly to closed headphones, but
not to the next example, the insert earphone.

D. Insert earphones

The final example is a small ‘‘Walkman’’ earphone~P1 :
Sony MDR 11!. It has the maximum occlusion of the ear,
which is clearly visible in the magnitude of the impedance
~Fig. 15!.

IV. CONCLUSIONS

A standardized method for measurement of complex im-
pedances is applied to the acoustic impedance of the ear with
an ‘‘open-pinna’’ condition and with different types of head-
phones. The impedance tube designed for this purpose works
well, even though extremely small impedances must be mea-
sured. The attenuation effects due to unfavorable tube di-
mensions having a large ratio of perimeter to cross section
must be taken into account, but they can be corrected.

The results of comparing the impedances of the free
pinna with a number of headphones are interesting and may
be starting points for further investigations. One idea is, of
course, the possibility of quality control of headphones.

Another task is seen in subjective tests with several
headphone types on problems of localization and externaliza-
tion. It should be possible to obtain a correlation between the
headphone impedance~as opposed to the open-ear imped-
ance! and certain psychoacoustic criteria. This type of
project is in preparation and will hopefully begin soon. The
results are expected to be useful for psychoacoustic research,
for better understanding of sound perception, and for use in
development of audio equipment. In the distant future there
may be closed headphone types with high sound insulation
but with impedances of the open ear. The same will also be
useful for insert earphones or hearing aids.
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FIG. 13. Magnitude of the impedance of a closed headphone (GK2) mea-
sured on the reference pinna with normal and with increased application
force.

FIG. 14. Acoustic load by headphoneszI HP of two closed and one open
headphones.

FIG. 15. Magnitude of the impedance of a ‘‘Walkman-type’’ earphone in
comparison with the impedance of a closed headphone and the open pinna.
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This paper outlines a method that has been implemented to predict and measure the acoustic
radiation generated by ultrasonic transducers operating into air in continuous wave mode.
Commencing with both arbitrary surface displacement data and radiating aperture, the transmitted
pressure beam profile is obtained and includes simulation of propagation channel attenuation and
where necessary, the directional response of any ultrasonic receiver. The surface displacement data
may be derived directly, from laser measurement of the vibrating surface, or indirectly, from finite
element modeling of the transducer configuration. To validate the approach and to provide
experimental measurement of transducer beam profiles, a vibration-free, draft-proof scanning
system that has been installed within an environmentally controlled laboratory is described. A
comparison of experimental and simulated results for piezoelectric composite, piezoelectric
polymer, and electrostatic transducers is then presented to demonstrate some quite different airborne
ultrasonic beam-profile characteristics. Good agreement between theory and experiment is obtained.
The results are compared with those expected from a classical aperture diffraction approach and the
reasons for any significant differences are explained. ©2000 Acoustical Society of America.
@S0001-4966~00!03103-9#

PACS numbers: 43.58.Vb, 43.35.Yb@SLE#

INTRODUCTION

There is increasing interest in the use of noncontact,
gas-coupled ultrasound for a variety of applications, mainly
in the fields of nondestructive evaluation~NDE! and indus-
trial process control, spanning the frequency range 100
kHz–5 MHz. The significant advantages in terms of simplic-
ity and cost offered by the removal of the usual fluid cou-
pling requirements are well recognized and several practical
instruments have been reported.1–4 Such developments have
been led by improvements in transducer technology, mainly
to reduce the influence of mechanical mismatch between the
transducer and gas load medium. Most recent gas-coupled
ultrasonics research has been based on employing either
electrostatic, piezoelectric composite, or piezoelectric poly-
mer based transducers5–9 for airborne ultrasound generation
and detection, that are intended to achieve better perfor-
mance than more conventional homogeneous piezoelectric
ceramic counterparts. Important data have been produced on
transducer bandwidth and sensitivity as functions of the vari-
ous design parameters and much of the actual transduction
behavior is now well documented for all three types of de-
vice. The influence of the gas propagation channel has also
been recognized and acoustic attenuation has been quantified
with regard to operating frequency and ambient conditions
such as temperature, pressure, and humidity.10,11

However, the nature of the radiating pressure field has
received less attention, which is somewhat surprising, given
its importance for many NDE applications such as Lamb

wave and through-transmission scanning.2,12,13 Measure-
ments are more difficult to perform than in the more conven-
tional water environment, due to the shorter wavelengths in
air, instability of the propagation medium, and the finite di-
mensions and sensitivity of the ultrasonic detector, which is
generally not well matched to the gas medium. Moreover, for
operation in air at frequencies above 1 MHz, phase unifor-
mity across the radiating surface can be critical, especially
for those field regions close to the transducer, in which many
measurements are constrained to take place. The requirement
for both phase and amplitude uniformity in turn places a
premium on transducer manufacture, and this is perhaps best
illustrated by the improved performance achieved through
micromachining methods. In a relatively recent publication,
Bashfordet al.14 described the ultrasonic field characteristics
of micromachined electrostatic transducers and good agree-
ment was obtained between experiment and rudimentary
theory that included the influence of frequency dependent
attenuation in the air propagation channel. In terms of field
structure, the results were excellent, confirming the unifor-
mity achieved through the manufacturing process.

The present work is intended to complement that de-
scribed in Ref. 14 and describes a methodology for evalua-
tion of the radiating pressure fields from different ultrasonic
transducers when operating in the air environment. Specifi-
cally, the fields from piezoelectric composite, polyvinylidene
fluoride ~PVDF!, and electrostatic transducers are measured
at different frequencies using a precision scanning system,
and the results compared with those achieved using two
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other methods. First, the surface of each transducer is
scanned by a laser interferometer and the surface displace-
ment magnitude and phase used as the input to a radiation
field model that also incorporates the influence of the air
channel. The field simulation method is based upon the ap-
proach described by Lerch15 and uses a discrete version of
the Rayleigh integral that is directly compatible with the sur-
face displacement data. Following the approach indicated in
Ref. 15, this technique can accommodate the variation in
attenuation coefficient with frequency, temperature, pressure,
and relative humidity, as described in the ANSI Standard,16

the work of Basset al.,10,11 and by Bondet al.17 Details of
the exact attenuation model are provided in the Appendix.
Where possible, the second approach involves finite element
modeling~FEM! via theANSYS code18 to derive surface dis-
placement data, and then uses the same theoretical approach
to obtain the pressure field profile. Since the finite element
model can be constructed to assume perfection in terms of
manufacture, differences with practical devices may be
readily ascertained. Moreover, the influence of radiating sur-
face uniformity may be determined, along with limitations
inherent in the measurement system. With regard to the lat-
ter, the measurement device was a small piezoelectric ce-
ramic disc ‘‘pinducer,’’19 which was chosen in preference to
an alternative PVDF membrane ultrasonic detector20 on the
basis of sensitivity and improved directional response. Al-
though membrane devices have been shown to provide accu-
rate calibration data in air, the presence of Lamb waves in
the membrane can distort off-axis beam profile
measurements.20 However, the larger dimensions of the pin-
ducer necessitate inclusion of the ultrasonic detector direc-
tional response within the theoretical model. For complete-
ness, this has been done and provided that theoretical data
are in good agreement with that derived experimentally, the
true radiation field structure may be interpolated by removal
of the ultrasonic detector spatial field response from the mea-
sured or simulated data.

I. THEORY

In a homogeneous medium, the acoustic pressure field
generated by a planar transducer surfaceS, in an infinite rigid
planar baffle can be calculated from the Rayleigh integral.
Figure 1 depicts the geometry and notation used.

p~R,t !5
r

2p

]

]t ES

v~R,t2R/c!

R
dS, ~1!

wherer is the medium density,c is the sound velocity in the
medium,R is the distance between the field pointP and the
elementary areadSat pointM on the radiating surface, andv
is the velocity function, assumed non-uniform across the sur-
faceS.

If the transducer operates in a lossy environment in con-
tinuous wave mode at an angular frequencyv, the surface
velocity function will undergo the frequency dependent in-
fluence of the attenuating medium. That is,

v~R,t !5a~r !e2aR1 j vt,

where a(r ) is the complex velocity strength atdS (r
5ur (XM ,YM)u) and a is the frequency dependent medium
attenuation coefficient.

Hence,a(r )e2aR represents the velocity function ampli-
tude at distanceR from the elementary areadS.

The pressure distributionp(R,t) can then be calculated

p~R,t !5
r

2p
j vej vtE

S

a~r !e2bR

R
dS, ~2!

whereb5a1 jk andk5v/c52p/l.
To allow comparison between computed and measured

pressure beam profiles, the ultrasonic detector directional re-
sponseL(v,u) must be considered. Since the excitation ve-
locity function is harmonic, we can express Eq.~2! in the
frequency domain

p~R,v!5
r

2p
j vE

S

a~r !e2bR

R
dS•L~v!. ~3!

For a small circular ultrasonic detector in an infinite
baffle the directional response may be approximated by21

L~v,u!5

2J1S S pD

2l D sinu D
S pD

2l D sinu

,

whereD is the ultrasonic detector diameter,l is the wave-
length at angular frequencyv, u is the wavefront incident
angle on the ultrasonic detector from the elemental areadS,
andJ1 is the first-order Bessel function.

If Eq. ~3! is discretized for computational purposes and
the ultrasonic detector directional response is incorporated,
the complete, discrete, expression for pressure at any point in
the field is

pv~XP ,YP ,ZP!

5
rv

2p (
M51

N
a~XM ,YM !e~ j w~XM ,YM !2bR!dX dY

R

3

2J1S S pD

2l D sinu D
S pD

2l D sinu

, ~4!

whereR5A(XP2XM)21(YP2YM)21ZP
2 ,

FIG. 1. Geometry and notation used for acoustic field calculation@dS is the
elemental area of side dimensionsdX, dY, situated atM (XM ,YM,0) on the
surfaceS, radiating with amplitudea(XM ,YM) and phasew(XM ,YM)#.
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u5arctan~A~XP2XM !21~YP2YM !2/ZP!,

N is the number of nodes used to discretize the radiating
surfaceS, each of them acting as a virtual point source of
side dimensionsdX, dYaccording to Huygen’s principle, and
w(XM ,YM) is the phase related to the amplitudea(XM ,YM).

It is useful at this stage to assess the influence of channel
attenuation and the finite measurement device on the data to
be presented in Sec. III. Figure 2~a! and~b! depict the theo-
retical axial pressure field structure as a function of distance
from an ideal, planar, 20 mm disk transducer, contained in an
infinite rigid baffle and operating in the continuous wave
mode at 500 kHz@Fig. 2~a!# and at 1 MHz@Fig. 2~b!#. Three
examples are considered in each figure, the first two corre-
sponding to zero channel attenuation and the attenuation set
for air as defined in the Appendix, both assuming the ultra-
sonic detector to be ideal, with an omnidirectional field of
view. The third case incorporates the directional characteris-
tics of a 1.35 mm diameter disk receiver and with the chan-
nel attenuation set for air in the theoretical model, as encoun-
tered in the experimental arrangement described in Sec. II.
For the sake of clarity, the field structure of the region close
to the transducer surface~, 15 mm! has been omitted from
the figures. Considering the first case, it is possible to ob-
serve a classical field structure for a disk transducer operat-
ing in continuous wave~cw! mode, with the near/far-field
boundaries at the anticipated positions for both frequencies.
The second examples indicate that channel attenuation has
more influence at the higher frequency, as expected, and that
the main consequence is to reduce the extent of near-field
fluctuation ~as indicated by the imperfect interference pat-
tern! and to produce more rapid decay in the far-field re-
sponse. The position of the last axial maximum~correspond-

ing to the near/far-field boundary! is brought closer to the
radiating aperture, to the extent that the feasibility of opera-
tion in the true far-field at frequencies above 1 MHz is ques-
tionable. Otherwise, the field structure is close to that pre-
dicted by classical diffraction theory. The influence of the
finite ultrasonic detector aperture is most profound in the
near-field region, where the inability of the device to detect
the diffracted waves from the boundary of the transducer
aperture is evidenced from the incomplete near-field interfer-
ence pattern. However, in the far field, the ultrasonic detector
is expected to provide an accurate reproduction of the axial
field structure.

These results serve to highlight a difficulty in making
accurate field measurements in air with the conventional ul-
trasonic detector approach. Ideally, the reception device
should be omnidirectional with respect to the propagating
field and exert zero influence on that field structure. Since the
wavelength in air at 1 MHz is 0.34 mm, an ultrasonic detec-
tor diameter of approximately 0.04 mm would be required to
provide an accurate representation of the field. This is diffi-
cult to achieve from a manufacturing viewpoint and more-
over, the reduced sensitivity in air would render meaningful
signal extraction almost impossible. To some extent the same
situation arises in water at higher frequencies, although the
sensitivity problem is much reduced. As a result of experi-
ments conducted within the laboratory using different piezo-
electric ceramic and PVDF ultrasonic detectors, it was de-
cided to adopt the approach stated in the Introduction and
employ the more sensitive pinducer device, despite its clear
inability to provide an exact reconstruction of the radiated
pressure field.

II. THE EXPERIMENTAL CONFIGURATION

It is important to be able to measure the subtleties of the
transducer response as accurately as possible to allow vali-
dation of the simulation output. The necessary measurements
were carried out in a facility which comprised a three-axis
precision positioning system, installed in a controlled envi-
ronment room and mounted within an enclosure to provide
still air conditions, along with computer controlled driving
and measuring equipment. Two types of analyses are sup-
ported: ~1! interrogation of the transducer front face by a
laser vibrometer to provide surface displacement informa-
tion, and~2! scanning of the ultrasonic field with an ultra-
sonic detector to determine the pressure distribution.

The configuration for the facility as used for surface
displacement profiling is shown in Fig. 3. For beamplotting,
a receiver~ultrasonic detector and amplifier assembly! is
substituted in place of the laser vibrometer head and
controller/decoder.

The three-axis manipulator can be controlled to a step
resolution of 1mm over a range of 300 mm in both theX
~horizontal! andY ~vertical! directions and to 24mm over a
range of 1000 mm in theZ ~longitudinal! direction. The laser
vibrometer operates over a frequency range of 50 kHz to 20
MHz with displacement resolution typically better than 2 nm
with a noise-limited figure of 0.25 nm for an ideal reflector.
The focused spot size, and hence the maximum spatial reso-
lution, is 20 mm. The measurement range is675 nm. The

FIG. 2. Axial field profiles of a 20 mm disk transducer operating~a! in air
at 500 kHz and~b! at 1 MHz. Three different situations are shown, corre-
sponding to zero loss and an ideal ultrasonic detector~——!; air channel
loss and an ideal ultrasonic detector~¯!; air channel loss and an ultrasonic
detector of 1.35 mm diameter~–––!.
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most successful ultrasonic detector employed to date has
been a pinducer with an active circular aperture 1.35 mm in
diameter and frequency response from dc to 10 MHz. Its
open-circuit voltage response has been measured as2223
dB re 1 V/mPa by the substitution method with a calibrated
membrane ultrasonic detector.19 The associated amplifier has
a gain of 66 dB and a frequency bandwidth of 2 MHz, se-
lected to maintain workable intrinsic noise levels. The exci-
tation voltage was derived from an HP 33120A function gen-
erator and used a 20 cycle, gated sinusoid at the desired
frequency of operation. The voltage amplitude was typically
in the region of 10 V pk-pk. In the case of the PVDF trans-
mitter a Kalmus 155LCR rf power amplifier was also em-
ployed to provide an excitation voltage amplitude in the re-
gion of 100 V pk-pk.

III. COMPARISON BETWEEN THEORETICAL
PREDICTIONS AND EXPERIMENTAL
MEASUREMENTS

Three transducer technologies, which have been pro-
posed as effective for through-air generation of ultrasound,
were examined. The range comprised a ceramic–epoxy 1–3
piezoelectric composite device, a commercially available
PVDF immersion transducer, and an electrostatic design
based around a conventional backing plate and radiating
membrane. For each technology the complex surface dis-
placement was measured, using the laser vibrometer, and the
data obtained were used as an input to the model. The cor-
responding sound fields were measured, with the field extent,
step resolution, environmental data, and the characteristics of
the measuring device also used as inputs to the model. In
addition, the surface displacement profile for the piezoelec-
tric composite device was predicated using a finite element
model and the resultant data were used as input to the beam
profile model for comparison with the measured output and
the output predicted from the measured surface displacement
data.

A. 1–3 piezoelectric composite transducer

1–3 piezoelectric composite transducers22 comprise a
regular mesh of piezoelectric ceramic pillars embedded in a
passive supporting medium such as polymer resin. The intro-
duction of the polymer phase lowers the characteristic im-

pedance, reducing the impedance mismatch between the de-
vice and the transmission medium and hence enhancing
energy transfer into the sound field. The device chosen for
this investigation was an 18 mm square, 40% volume frac-
tion, 1–3 piezoelectric composite manufactured from PZT5H
piezoelectric ceramic material and Ciba–Geigy CY1301/
HY1300 two-part, hard-set epoxy filler. The device was
mounted, unbacked, in a 30 mm diameter holder, fitted with
a quarter-wavelength, hard-set epoxy matching layer~not op-
timized for air! and excited by a tone burst at an electrical
resonance frequency of 425 kHz. A schematic diagram of the
device structure is presented in Fig. 4~a!.

As can be seen from the measured surface displacement
amplitude and phase plots of Fig. 4~b! and ~c!, the ceramic
and polymer phases do not vibrate equally or uniformly
when subject to air loading. In Fig. 4~b! it is evident that the
displacement amplitude at the center of the composite is
greater~shown in white! than amplitudes towards the edges
where there is reduced pillar support and increased damping
due to the epoxy support medium. It is also clear that the
ceramic pillars are vibrating with much greater amplitude
than the polymer filler throughout the device surface. By
comparison with Fig. 4~c! it becomes clear that the polymer
structure vibrates out of phase by approximatelyl/3 with
respect to the ceramic and, since the polymer’s measured
phase is greater~shown in white! than that of the ceramic,
the polymer motion lags in time.

A prediction of the expected surface displacement was
obtained from a full 3-D model implemented in theANSYS

code.23 The entire transducer structure, excluding the nylon
holder ~since it was considered that due to damping exerted
by the polymer support medium, the holder would not con-
tribute significantly to the overall response!, was included in
the simulation and the data generated for surface displace-
ment amplitude and phase are shown in Fig. 4~d! and~e!. By
comparison with the measured equivalents in Fig. 4~b! and
~c! discrepancies from ideal behavior introduced by manu-
facturing tolerances can be appreciated. Although a very
good correspondence between measured and predicted sur-
face displacement characteristics is apparent, two other fea-
tures are of special note. First, the reduced displacement of
the outer pillars is also predicted by the model arising

FIG. 3. Surface displacement profiling configuration using the laser vibrometer to measure the transducer front face motion.
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from the lack of piezoelectric ceramic support at the outer
edges. This phenomenon is to be observed in most piezoelec-
tric composite transducer configurations, which of necessity
have finite pillar regions. Second, there is considerable dis-
placement within the polymer support region and this is also
predicted well by theANSYS data. Although in this example

the holder does indeed exert little influence on the device
response, this may not be true for other transducer configu-
rations, where the holder may be positioned close to the
transducer boundaries.

The normalized sound fields in thex–z plane, over a
range of620 mm in thex direction and from 5 to 300 mm in

FIG. 4. ~a! Structure of 18 mm square composite transducer mounted in a circular holder fitted with a matching layer designed for use in water~not to scale!.
~b!, ~c! Amplitude and phase plots of surface displacement of 18 mm square composite transducer mounted in a circular holder fitted with a front face layer,
and excited at 425 kHz.~d!, ~e! FEM generated amplitude and phase plots of surface displacement of the composite transducer.~f! Predicted sound field in
air ~normalized pressure! using measured surface displacement data.~g! Measured sound field in air~normalized pressure!. ~h! Predicted sound field in air
~normalized pressure! using FEM generated surface displacement data.~i! Comparison of normalized pressure profiles on main transducer axis of measured
sound field~Exp!, predicted sound field from measured surface displacement data~Surf!, and predicted sound field from FEM generated surface displacement
data~FEM!.

2093 2093J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 Benny et al.: Ultrasonic transducers operating in air



the z direction, as predicted from the model using the laser
vibrometer surface displacement data, as measured experi-
mentally and as predicted from the model using the FEM
generated surface displacement data, are shown in Fig. 4~f!,
~g!, and ~h!, respectively. Close correspondence is obvious,
especially between Fig. 4~f! and~g!, and it is only on inspec-
tion of the near field of Fig. 4~h! that any significant discrep-
ancies can be discerned.

To appreciate these differences more clearly, the pres-
sure profiles along the central transducer axis for both the
predicted and the measured sound fields are presented in Fig.
4~c!. These small differences between the measured pressure
profile ~Exp! and that generated from the measured surface
displacement data~Surf! are presumed to arise from registra-
tion inaccuracies in experimental measurements of the sur-
face displacement, for input to the prediction model, and of

FIG. 4. ~Continued.!
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the measured field. The origin of the 3-D measurement space
is normally taken as the center of the transducer output face,
assuming a regularly shaped device. For surface displace-
ment measurements, this origin can be ascertained to within
60.5 mm. For the pinducer ultrasonic detector, an uncer-
tainty of less than60.3 mm can be achieved. Hence, in
comparisons on the main transducer axis, a registration dis-
crepancy of60.8 mm may occur. In addition, the receiver
directivity characteristicsL(v,u) incorporated in Eq.~3! are
idealized and assume a simple disk receiver mounted in an
infinite rigid baffle, whereas the practical mounting arrange-
ments will inevitably deviate from this fixed disk model.
Sample measurements of the directional response of the pin-
ducer used, at a single frequency, revealed that the support
medium for the receiver disk damped the motion of the disk
edges such that the nulls predicted by the Bessel function in
L(v,u) were not achieved. Moreover, the measured beam-
width corresponded to that of a device with an effective di-
ameter approximately 20% greater than that predicted by
theory. Eventually discrete, measured values ofL(v,u) will
be included in the model rather than the idealized Bessel
function relationship.

Nevertheless, the close agreement between the measured
pressure profile and that generated from measured surface
displacement data is very encouraging and reveals that the
ultrasonic detector scanning system is operating as expected
at this particular frequency. The reduced near-field activity in
these examples is a direct consequence of the lower vibration
at the extremities of the transducer aperture, in addition to
the lack of aperture symmetry arising through manufacturing
deficiencies. This latter point is confirmed in the finite ele-
ment data shown in Fig. 4~i!. The differences between the
pressure profiles generated from FEM derived surface dis-
placement data~FEM! and the measured equivalent~Surf!
arise from the regularity of the idealized response compared
to that generated by the device with nonregularities imposed
by manufacturing techniques. This regularity tends to pro-
duce more intense constructive and destructive interference
in the near-field as is evident from the finite element data.

There may also be errors introduced by the device driv-
ing characteristics. Whereas the theory describes continuous
wave excitation, it is impractical to drive devices in this
manner and measure the resultant field, as reflected pressure
waves from the front surface of the ultrasonic detector inter-
fere with transducer surface motion. This problem is obvi-
ated by exciting transducers with a gated tone burst of typi-
cally 20 cycles of the fundamental drive frequency. Any
tendency for interference by reflected waves is confined to
measurements within a short range from the transducer sur-
face, whose distance is governed by the length of the tone
burst. In the results presented in this paper, this range is
never more than 5 mm. However, the gating waveform may
introduce additional drive frequencies other than the funda-
mental frequency which may lead to discrepancies between
the predicted and measured sound fields. For a resonant de-
vice such as the composite transducer presented here this is
not considered to be a significant problem.

B. PVDF transducer

The PVDF transducer investigated was a commercially
available, 18 mm diameter device, designed originally for
off-resonance operation into a water load medium This type
of transducer is characterized by a relatively wideband fre-
quency response and as assumed in Ref. 24 should possess a
field structure that approximates closely an ideal, planar ap-
erture when radiating into water. Since the exact structural
configuration was unknown, it was not possible to perform
finite element modeling. Instead, the classical approach, as-
suming an ideal, planar aperture in an infinite rigid baffle as
described in Sec. I, was used to obtain the axial pressure
distribution, including both air attenuation and the influence
of ultrasonic detector directivity. Data at two well-separated
frequencies, 400 and 700 kHz, were collected with the fol-
lowing results.

The measured surface displacement plots shown in Fig.
5~a! and~b! at 400 kHz, and in Fig. 6~a! and~b! at 700 kHz,
reveal the presence of unexpected modes at both frequencies,
instead of displaying uniform, piston-like displacement as
expected. The origin of these modes is unclear without more
detailed knowledge of the transducer fabrication process.
However, at both frequencies, there is evidence of radial
mode activity, possibly as a result of interaction between the
transducer and the cylindrical metallic holder. The sound
fields obtained by experiment and from extrapolation from
the measured surface displacement data were in good agree-
ment, but without any distinguishing features and are not
reproduced in the present context. However, a more detailed
examination of the pressure profile on the main axis was
chosen for presentation in Figs. 5~c! and 6~c! at 400 and 700
kHz, respectively, using the same symbolism as in the piezo-
electric composite example. In both figures it can be seen
that the positions of the diffraction induced maxima and
minima are predicted accurately by extrapolation of the mea-
sured surface-displacement data. However, results obtained
from the classical aperture diffraction theory are quite differ-
ent, providing further confirmation that the real aperture dis-
placement function is non-uniform. Closer inspection of the
data shown in Figs. 5 and 6 indicates that at the lower fre-
quency the vibration pattern appears as a series of concentric
rings, in both amplitude and phase. However, at 700 kHz
such a pattern is more difficult to discern and the more ran-
dom surface displacement may be due to factors other than
the generation of radial mode activity. The usual method for
manufacturing such a transducer is to cement the PVDF film
directly onto the surface of a suitable backing block, before
mounting within the holder. It may be that the cement bond
is imperfect or non-uniform, giving rise to the more random
surface displacement pattern. A final point of interest is that
the surface displacement at the aperture boundary is rela-
tively small at both frequencies. This phenomenon has been
observed in other PVDF designs24 and could be due to edge
clamping by the holder. This of course will reduce the extent
of any edge-diffracted interference in the field pattern and
help to explain the differences in the positions of the maxima
and minima when compared with the classical field theory.
From measurement of Figs. 5~a! and 6~a!, it would appear
that the true radiating aperture is 14 mm in diameter, as
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opposed to the actual device dimension of 18 mm. Inserting
the reduced aperture dimension into the classical field theory
produces an axial field profile that is much closer to that
observed experimentally. For completeness, this is also
shown in Figs. 5~c! and 6~c!.

C. Electrostatic transducer

One design of electrostatic transducer comprises a met-
allized polymer film ~Mylar!, which is brought into close
proximity with a conducting backing block by the applica-
tion of a dc bias voltage, typically of the order of 200 V.
Numerous small regions of trapped air between the film and
the backing block form small, individual, varied-size sources
which are excited by an applied sinusoidal signal. Several
designs are possible,5,25,26 with the main design aim being
the control of source numbers, size, and position using dif-
ferent machining regimes for the face of the backing block.
The device shown in Fig. 7, utilizing 3.5mm thick Mylar
film, was used to produce the results shown in Fig. 8~a!–~f!
and utilized a grooved backing plate. These horizontal, semi-
cylindrical grooves, at a pitch of 0.25 mm and a width and
depth of 0.1 mm, can be seen in the high-resolution surface-
displacement amplitude scan in Fig. 8~a!. Electrostatic de-
vices exhibit relatively wide bandwidth characteristics and,
as noted previously, will respond to other frequencies inher-

ent in the tone burst gating waveform. To minimize this in-
fluence on what is an extremely complex surface-amplitude
distribution, a Hanning amplitude window was applied to the
driving tone burst at the measured center frequency of 300
kHz.

As can be seen from the surface displacement scans in
Fig. 8~a! and~b! the radiating aperture appears as a semiran-
dom distribution of individual sources. The distribution is
influenced by the machining regime of the backing block,
but it is clear that the displacement amplitude of the sources
is more random and spans a wide range of values. Interest-
ingly, the phase data display relatively uniform values
~within the range60.2p, allowing for the phase wraparound
inherent in the measurement process at the6p boundary!
regardless of source amplitude. The ‘‘bulk’’ distribution of
the sources towards one side of the device surface is pre-
sumed to be due to uneven tensioning of the Mylar film, a
major drawback with this form of design. The surface dis-
placement data are presented in this case as two-dimensional
plots rather than the previous three-dimensional style, since
the random nature of the distribution and amplitude of the
sources made visualization of the data difficult. It can be
seen from Fig. 8~a! that the individual sources are very
small; hence, the surface displacement data must be mea-
sured at sufficiently high resolution. When these higher

FIG. 5. ~a!, ~b! Measured surface dis-
placement amplitude and phase of 18
mm PVDF transducer excited at 400
kHz. ~c! Predicted and measured pres-
sure profiles on main axis of 18 mm
PVDF transducer excited at 400 kHz.
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resolution~0.05 mm step size! data are used as the input to
the model, the extrapolated field as shown in Fig. 8~d! ex-
hibits good correlation with the measured beam profile of
Fig. 8~c!. However, the beam pattern appears extremely un-
even, with, at first sight, no natural aperture focus or near/
far-field regions. Since the phase distribution is reasonably
uniform, this is assumed to arise from the amplitude distri-
bution of the various sources within the transducer aperture.
This hypothesis is supported by Fig. 8~e!, which shows the
extrapolated field structure using the amplitude data of Fig.
8~a!, but setting the phase data to zero. That is, each point on
the radiating aperture is now assumed to possess uniform
phase. A non-uniform pressure field is still evident, with no
significant differences with the actual measured data. In all
three cases, the influence of the uneven Mylar tensioning is

evident from the enhanced intensity in the upper portions of
each of Fig. 8~c!, ~d!, and~e!.

Again, to provide a better basis for comparison, normal-
ized pressure profiles along the central axis are provided in
Fig. 8~f!. For completeness, the corresponding data for zero
surface displacement phase and those obtained from classical
aperture diffraction theory~including channel loss and ultra-
sonic detector directivity! are also shown. Setting the phase
of the surface displacement to zero produces significant dif-
ferences only in the field region close to the transducer sur-
face, as expected from the previous discussion. However,
these differences are sufficient to merit further study of the
effect of surface-displacement phase variation on the output
field, and the present model is believed to be an ideal tool for
this work. Reasonable correlation exists between the mea-
sured and extrapolated data sets. Interestingly, the classical
field theory provides a good approximation to the actual
axial field profile, despite the non-uniformity of the aperture.
However, such correspondence does not exist with other
planes~e.g., transverse profiles! of the field and the result
should not be interpreted as indicative of a true, ideal radi-
ating piston.

IV. CONCLUDING REMARKS

This work has described the ultrasonic pressure fields in
air for three very different transducer technologies. Even at

FIG. 6. ~a!, ~b! Measured surface dis-
placement amplitude and phase of 18
mm PVDF transducer excited at 700
kHz. ~c! Predicted and measured pres-
sure profiles on main axis of 18 mm
PVDF transducer excited at 700 kHz.

FIG. 7. Structure of 28 mm active diameter electrostatic transducer~not to
scale!.
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the relatively low operating frequencies~i.e., less than 1
MHz! considered in the present context, no device produced
a field structure that could be predicted using simple, closed-
form classical techniques. Indeed, it has been shown in Sec.
I that conventional fluid field prediction theory is inappropri-
ate at frequencies above 1 MHz due to the high attenuation

characteristics inherent in a gaseous environment, and that
the accepted concept of a well-defined near/far-field bound-
ary is no longer applicable. For this reason, in addition to
ease of measurement and the fact that many air-coupled ul-
trasonic applications are centered in the frequency range
250–750 kHz, the present work was confined to that regime.

FIG. 8. ~a!, ~b! Normalized amplitude
and phase plots of surface displace-
ment of 28 mm diameter electrostatic
transducer excited at 300 kHz mea-
sured at a resolution 0.05 mm.~For
improved visualization of the nature
and size of the source regions, the data
are presented as a 2-D image.! ~c!
Measured sound field of 28 mm diam-
eter electrostatic transducer excited at
300 kHz. ~d! Predicted sound field of
28 mm diameter electrostatic trans-
ducer excited at 300 kHz using high-
resolution input data.~e! Predicted
sound field of 28 mm diameter electro-
static transducer excited at 300 kHz
using high-resolution input data with
phase set to zero.~f! Comparison of
classical, measured, predicted from
surface-displacement data, and pre-
dicted with phase set to zero pressure
profiles on main axis of 28 mm diam-
eter electrostatic transducer excited at
300 kHz.
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Given that the individual transducer configurations are
essentially straightforward, the findings serve to highlight
extremely complex behavior and the consequent requirement
for sophisticated measurement and simulation tools. In each
case, the radiated field profiles were dominated by behavioral
characteristics introduced through the manufacturing proce-
dures. Moreover, it is apparent that the most accurate predic-
tion of the field will be obtained if the highest resolution
input data are used. For the piezoelectric composite trans-
ducer examined in Sec. III A, the resolution was determined
by applying Nyquist’s sampling criterion so that at least two
points were interrogated within the smallest internal structure
of the transducer. Applying a typical resolution of 0.25 mm
for this technology proved to be inadequate for the electro-
static device, where a spatial sampling period of 0.05 mm
was required. Clearly, to avoid significant trial and error,
somea priori knowledge is required in relation to the surface
displacement features.

A similar problem exists with the use of finite element
analysis, which has considerable potential for investigation
of complex transducer configurations. However, the method
requires high-quality input data, which is only feasible if
accurate knowledge of manufacturing procedures and con-
stituent materials parameters is available. The piezoelectric
composite transducer used in the present work was manufac-
tured in the laboratories at Strathclyde under very strictly
controlled conditions and parameters of all the constituent
materials were measured prior to insertion in theANSYS

code.
Nevertheless, the methodology described is believed to

constitute a solid platform for evaluation and measurement
of the field structures of air ultrasonic transducers and, in-
deed, may be extended readily for devices operating into
other fluid media. Some future uses for the technique will be
to assess how channel parameters such as temperature, pres-
sure, or relative humidity influence the beam profile for a
given transducer. Variations in device performance as a con-
sequence of manufacturing tolerances and design deficien-
cies may also be evaluated, provided that the finite element
model is sufficiently accurate. This will be reported at a later
date.
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APPENDIX: DETERMINATION OF THE MEDIUM
CHARACTERISTICS

The velocityc and attenuation coefficienta vary with
the physical properties of air such as temperature, pressure
and relative humidity, therefore they have to be determined
before equation~4! can be used.

Within normal atmospheric pressure and temperature
ranges, the velocityc is simply defined by27

c5c0AT/T01 ~A1!

where the triple point of water,T015273.16 K; the velocity
at T01, c05331.31 m/s, andT is temperature in Kelvin.

Attenuation coefficienta is a complex quantity contain-
ing loss elements generated by ‘‘classical,’’ thermal, and vis-
cous losses, rotational molecular energy conversion, and mo-
lecular energy interchanges between the gaseous components
of air. These losses are denoted byacr . In addition, molecu-
lar dipole resonances in oxygen and nitrogen give rise to
vibrational lossesavib,O andavib,N . These losses combine to
give

a5acr1avib,O1avib,N. ~A2!

Given the constant parameters of standard pressure and tem-
perature P051 bar and T05293.15 K, respectively, the
triple point of water,T015273.16 K and the methodology
derived from the ANSI Standard16 and work by Bass
et al.10,11and by Bondet al.,17 the following four calculation
steps lead to the determination of the attenuation coefficient
a:

~1! Saturation pressure ratioPsat/P0 is calculated from
the expression

FIG. 8. ~Continued.!
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log10S Psat

P0
D510.795 86S 12S T01

T D D11.504 7431024

3~121028.296 92~T/T0121!!10.428 73

31023~104.769 55~12T01 /T!21!

22.219 598 3. ~A3!

~2! Water mole fraction,h ~%! is derived from the rela-
tive humidity hr and relevant pressure ratios as follows:

h5hr~Psat/P0!/~P/P0!. ~A4!

~3! Oxygen and nitrogen relaxation frequenciesf r ,O and
f r ,N~Hz!, respectively, are calculated from

f r ,O5S P

P0
D S 241S 4.043104hS 0.021h

0.3911hD D D , ~A5!

f r ,N5S P

P0
DAT0

T
~91~280h e24.17~~T0 /T!21/321!!!.

~A6!

~4! The individual attenuation components may now be
calculated from the following relationships:

classical1rotational attenuation coefficientaCr from

acr51.84310211f 2S P

P0
DA T

T01
; ~A7!

vibrational, oxygenavib,O attenuation coefficient from

avib,O5 f 2S T0

T D 5/2S 1.27831022
e22239.1/T

f r ,O1
f 2

f r ,O

D ; ~A8!

vibrational, nitrogenavib,N attenuation coefficient from

avib,N5 f 2S T0

T D 5/2S 1.06831021
e23352/T

f r ,N1
f 2

f r ,N

D . ~A9!

The resultant values may now be substituted in Eq.~A2! to
give the overall attenuation coefficienta in Np•m21.
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Conventional plane-wave beamforming array design guidelines are motivated by the desire to obtain
particular beampattern characteristics, such as main lobe width and side lobe levels. These design
guidelines are appropriate for arrays employed for beamforming, where a plane-wave signal model
is utilized to derive both the array design parameters and the beamforming algorithm. However,
matched-field processing utilizes full-field acoustic propagation models to exploit the complexities
of ocean acoustic propagation. As a result, there may be more appropriate design guidelines for
arrays employed for matched-field processing. In this paper, general guidelines for matched-field
processing array design utilizing a normal mode propagation model are proposed. Various line array
configurations are evaluated with respect to source localization performance, and the results suggest
that arrays designed for matched-field processing should provide a unique representation of each
propagating mode along the extent of the array. Further, the empirical analyses support the
guidelines suggested by the theoretical analyses and show that arrays which are far from meeting
conventional beamforming array design requirements may be more than sufficient for matched-field
processing. ©2000 Acoustical Society of America.@S0001-4966~00!00904-8#

PACS numbers: 43.60.Gk, 43.30.Yj, 43.30.Wi@SAC-B#

INTRODUCTION

Conventional beamforming array design guidelines are
based on a plane-wave signal model and the assumption of
plane-wave propagation. As such, they have been developed
with the goal of resolving plane-wave arrival angles, which
is accomplished by resolving spatial frequencies. Conse-
quently, the design requirements for array length and shading
functions are motivated by the desire to achieve particular
beampattern characteristics, such as main lobe width and
side lobe levels. Furthermore, conventional beamforming ar-
ray design dictates maximum element spacing of a half
wavelength in order to avoid the presence of grating lobes.
The maximum frequency for which this condition is satisfied
is often referred to as the design frequency. These design
guidelines are appropriate for arrays employed for beam-
forming, where a plane-wave signal model is utilized to de-
rive both the array design parameters and the beamforming
algorithm. However, matched-field processing utilizes full-
field acoustic propagation models to exploit the complexities
of ocean acoustic propagation, such as coherent multipath
propagation.1 As a result, there may be more appropriate
array design guidelines for arrays employed for matched-
field processing. When the array design is based on knowl-
edge of the full-field acoustic propagation, the resulting
guidelines are different from those utilized for conventional
plane-wave beamforming. In this paper, general guidelines
for matched-field processing array design utilizing a normal
mode acoustic propagation model are proposed. Results are
presented as functions of the array parameters, such as array
length and number of sensors, and various horizontal and
vertical line array configurations are evaluated with respect
to source localization performance. The results support the
guidelines suggested by the theoretical analyses and show
that arrays which are far from meeting conventional beam-

forming design requirements, such as the design frequency,
are more than sufficient for matched-field processing.

The normal mode acoustic propagation model is first
presented in Sec. I. Then conventional plane-wave beam-
forming and matched-field processing array design consider-
ations are discussed in Secs. II and III. Section IV contains
the results of applying the general matched-field processing
array design considerations presented in Sec. III to obtain
array design guidelines specific to horizontal and vertical
line arrays. Empirical analyses of the effects of line array
configuration on matched-field source localization perfor-
mance are presented in Sec. V. Finally, arbitrary array con-
figurations for matched-field processing are considered in
Sec. VI, and Sec. VII concludes with a discussion of the
results.

I. ACOUSTIC PROPAGATION MODEL

Acoustic propagation models are an integral component
of matched-field processing due to the forward modeling re-
quired to compute the replica fields. There are several mod-
els available,2 and the choice of the model depends on the
purpose for which the model will be used. Normal mode
methods provide an accurate and computationally efficient
propagation model for matched-field processing applications.
Normal mode theory expresses the acoustic pressure field in
terms of a normal mode expansion and then solves for the
eigenfunctions and eigenvalues which are solutions to the
wave equation and satisfy the boundary conditions. The total
acoustic pressure field is then the weighted sum of the con-
tributions from each mode. Once the geoacoustic parameters
are defined, a single evaluation of the propagation model
determines the mode shape functions~eigenfunctions! and
horizontal wave numbers~eigenvalues!. From this informa-
tion, all the replica fields may be computed. Other methods
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may require evaluating the propagation model more than
once to compute all the replica fields. Further, normal mode
methods are easily automated, which provides another level
of efficiency when the model must be evaluated many times
for different geoacoustic environments, as is the case for
statistical approaches to matched-field processing, and for
evaluating statistical measures of performance.

Applying separation of variables to solve the acoustic
wave equation for an isotropic point source with a harmonic
time dependences(t)5e2 j v0t results in a Sturm-Liouville
eigenvalue problem. As such, it has an infinite number of
solutions, each characterized by an eigenfunction and eigen-
value. The eigenfunctionFm(z) describes the shape of the
mth mode, and the eigenvaluekm

2 is its associated horizontal
propagation constant. As solutions to the Sturm–Liouville
eigenvalue problem, the modes form an orthonormal basis,

E
0

D Fm~z!Fn~z!

r~z!
dz5H 0 mÞn

1 m5n
, ~1!

where D is the depth of the waveguide. They also form a
complete set, allowing the total acoustic pressure field to be
expressed as a sum of the modes. Therefore, the acoustic
pressure field at a ranger and depthz due to a source at a
depthzs can be calculated from

p~r ,z!5
j

4r~zs!
(

m51

`

Fm~zs!Fm~z!H0
~1!~kmr !, ~2!

where the Hankel function of the first kind is chosen to sat-
isfy the condition of outward radiating energy asr→`. This
exact solution to the wave equation is the weighted sum of
the contributions from each mode, where the weighting of
the mth mode is proportional to the amplitude of that mode
at the source depth. Whenkmr @1, the Hankel function may
be replaced by its asymptotic approximation, and the pres-
sure equation reduce to

p~r ,z!'
j

r~zs!A8pr
e2 j p/4(

m51

`

Fm~zs!Fm~z!
ejkmr

Akm

. ~3!

Thus, given the amplitudes of the mode shape functions at
the source and receiver depths and the corresponding hori-
zontal wavenumbers, the pressure field observed across the
receiving array due to a source at an arbitrary range may be
calculated.

The normal mode programKRAKEN3,4 efficiently and ac-
curately calculates the mode shape functions and horizontal
wavenumbers for an ocean acoustic waveguide. Given a de-
scription of the source and the acoustic environment,
KRAKEN numerically evaluates the mode shape functions and
horizontal wavenumbers, from which the acoustic pressure
field can be calculated using either the exact representation
@Eq. ~2!# or the far-field approximation@Eq. ~3!#.

II. CONVENTIONAL PLANE-WAVE BEAMFORMING
ARRAY DESIGN CONSIDERATIONS

Conventional plane-wave beamforming may be viewed
as spatial filtering, where plane-wave signals arriving from a
particular direction are selected and signals arriving from

other directions are rejected. This interpretation is directly
analogous to narrow-band frequency filtering, where signals
at a particular frequency are selected and signals at other
frequencies are rejected. The analogy between spatial filter-
ing of plane-wave signals and frequency filtering of time-
domain ~sinusoidal! signals is prevalent throughout beam-
forming. As a result, many of the concepts pertaining to
frequency-domain filter design and sampling theory for time-
domain signals have been directly applied to plane-wave
beamforming to obtain guidelines for array design.5–7

Frequency filters are often characterized by their transfer
functions, which describe the response of the filter as a func-
tion of frequency. The Fourier transform of a sampled time-
domain window function is a sampled, periodic version of
the Fourier transform of the window function. Generally, the
length of the window function determines the bandwidth of
the filter, where a broader window implies smaller band-
width. The sampling period determines the periodicity of the
Fourier transform, where a smaller sampling period implies
longer periodicity in the transfer function. A windowing
function other than simple uniform weighting may be ap-
plied to reduce the side lobe levels at the expense of increas-
ing the bandwidth. The corresponding characterization for
beamforming is the beampattern, which describes the re-
sponse of the beamformer as a function of the plane-wave
arrival angle. The beampattern is essentially the Fourier
transform of the array shading function, where the aperture
length determines the width of the main lobe and the element
spacing determines the presence of grating lobes.

Just as the design of frequency-domain filters is moti-
vated by the need to obtain a desired transfer function, array
design for plane-wave beamforming is motivated by the need
to obtain a desired beampattern. The array length,L, deter-
mines the main lobe width, which is a measure of angular
resolution, or selectivity. For an array with uniform shading,
the rectangular array shading function transforms to a sinc
function, and the main lobe width is measured by its first
zero crossing,w,

w5
1

L
5

sinu

l
, ~4!

whereu is the arrival angle measured from broadside andl
is the wavelength. Hence, the angular resolution may be ex-
pressed as

u5arcsinS l

L D . ~5!

From this relationship, it is clear that angular resolution im-
proves as the array length increases, or the wavelength of the
plane-wave signal decreases. Since the array elements are in
effect spatially sampling the plane-wave signal, the element
spacing,D, determines the periodicity of the beam pattern,
and the main lobe is repeated at intervals of 2p/D. Conse-
quently, grating lobes, which are the result of spatial fre-
quency aliasing, appear in the beampattern if the element
spacing exceeds half a wavelength. This leads to the notion
of a design frequency,f d , which is the highest frequency for
which the maximum element spacing requirement is met. In
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terms of the sound speed,c, the element spacing requirement
may be expressed as

D<
l

2
5

c

2 f d
. ~6!

As with frequency filter design, the side lobe levels may be
decreased by choosing an appropriate array shading function
other than simple uniform shading. However, improved side
lobes are achieved at the expense of increased main lobe
width.

III. MATCHED-FIELD PROCESSING ARRAY DESIGN
CONSIDERATIONS

Matched-field processing typically involves correlating
the received field with replica fields calculated using a full-
field propagation model. The signal processing is not based
on resolving plane-wave arrival angles, or spatial frequen-
cies, as with conventional plane-wave beamforming, but
rather on extracting information from the received field con-
cerning the nature of the acoustic propagation. Consequently,
the receiving array should be designed based on knowledge
of full-field propagation, since that is precisely what is ex-
ploited by matched-field processing techniques to achieve
improved performance.

When a normal mode propagation model is employed,
knowledge of the modal structure of the acoustic field may
be utilized to guide the design of the receiving array. Since
the replica fields can be expressed as the weighted sum of
normal modes, the correlation between the observed field
and the replica field may be decomposed into the weighted
sum of the correlations between the observed field and each
of the modes. In order to obtain an accurate measure of the
degree of correlation between the observed and replica fields,
the array must sample the modal structure such that each of
the modes has a unique representation along the extent of the
receiving array. The correlation among modes across the re-
ceiving array may be measured by examining the structure of
the modal cross-correlation matrix,RF , which is an M
3M matrix, whereM is the number of modes. The cross-
correlation between themth andnth modes is defined by

RFm,n
5

(a51
A Fm,aejkmr aFn,ae2 jknr a

A(a51
A Fm,aejkmr aA(a51

A Fn,aejknr a
, ~7!

where the number of array elements is denoted byA, Fm,a is
the amplitude function of themth mode at array elementa,
km is the horizontal wavenumber associated with themth
mode, andr a is the horizontal range of array elementa rela-
tive to the middle array element. Essentially, this is the inner
product of the mode functions across the receiving array nor-
malized by the energy in each of the modes. When the
modes are sampled such that their representations are unique,
the rank of the modal cross-correlation matrix is equal to the
number of modes. As will be shown subsequently, it is nec-
essary only to obtain unique representations of the propagat-
ing modes, meaning those modes without significant imagi-
nary components in their horizontal wavenumbers.

IV. LINE ARRAYS FOR MATCHED-FIELD
PROCESSING

A common receiving array configuration follows a linear
geometry with uniformly spaced sensors. Most often, line
arrays are assumed to be either vertical or horizontal. The
physical parameters defining a line array for matched-field
processing are its length, the number of elements, and for
horizontal line arrays, its depth. The element spacing, or den-
sity, is implicitly determined once the array length and num-
ber of elements are defined. This is in contrast to arrays
designed for conventional plane-wave beamforming, where
the number of elements is implicitly determined once the
array length and element spacing are defined. The design
guidelines for each of these parameters are developed inde-
pendently.

A. Array length

It is necessary for the modes to be uncorrelated over the
extent of the receiving array in order to obtain an accurate
measure of the correlation between the received field and the
replica fields. For a continuous array, the correlation between
the mth andnth modes is given by8

RFm,n
5E

2L/2

L/2

Fm~z~ l !!ejkmr ~ l !Fn~z~ l !!e2 jknr ~ l !dl. ~8!

This is a general expression that is valid for any continuous
array, where the range,r ( l ), and depth,z( l ), are functions of
the distance,l, along the array.

The length of a horizontal line array, assuming a bearing
of 90°, or endfire, may be determined directly from the pre-
ceding expression. The minimum array length necessary to
resolve the modes is8

L>
2p

minDk
, ~9!

whereDk is the difference in horizontal wavenumbers be-
tween modes. Using the absolute minimumDk will provide
the ability to distinguish all the modes. However, as will be
shown later, it is not necessary to be able to resolve all the
modes, only to be able to represent each of them uniquely,
and an array which is long enough to accomplish this task is
sufficient.

For a continuous vertical line array, the range parameter
in the exponential term is 0 and the correlation reduces to

RFm,n
5E

2L/2

L/2

Fm~z~ l !!Fn~z~ l !!dl, ~10!

which is the correlation between the normal mode shape
functions. Since the normal modes are by definition orthogo-
nal over the depth of the water column@Eq. ~1!#, the array
length for vertical line arrays is naturally defined. A fully
spanning aperture is necessary in order to adequately sample
the pressure field and provide a unique representation of each
mode. It should be noted that when there are soft sediments,
rather than a rigid bottom, this integral must be extended into
the sediment layer to achieve orthogonality between the
modes.2,9 In addition, it has been previously suggested that
vertical arrays which span only a fraction of the water col-
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umn are subject to performance degradation due to inad-
equate sampling of some of the acoustic modes.10–13

B. Number of elements

The number of sensors is the second parameter that de-
fines an array for matched-field processing. Once the array
satisfies the minimum length requirement, the performance is
largely determined by the number of array elements. The
rank of the modal cross-correlation matrix is equal to the
number of linearly independent pieces of information, and in
this case is equal to the number of modes with unique rep-
resentations. The rank is the minimum of the number of sen-
sors, or the number of modes. Since it is necessary to obtain
a unique representation of each of the propagating modes,
the number of sensors should be at least equal to the number
of propagating modes.

The number of propagating modes increases with the
source frequency as well as the channel depth. Therefore, it
may not be possible to include enough sensors in the array to
satisfy this requirement if the number of propagating modes
becomes prohibitively large. However, it has been shown
that accurate source localization is possible with a small
number of modes,14 which indicates this requirement may be
relaxed without sacrificing source localization performance.

C. Array depth

Due to the depth dependence of the modal amplitude
functions, the performance achieved by a horizontal array is
dependent upon the depth at which the array is located. If the
array depth coincides with a zero crossing in a mode ampli-
tude function, then that particular mode does not contribute
to the received pressure field along the array, and the infor-
mation it contains regarding the source position is lost. Ide-
ally, the array should be located at a depth where none of the
mode amplitude functions is equal to zero. While it is impor-
tant to remember that performance is a function of the hori-
zontal line array depth and to consider its impact on the
performance attained by matched-field processing tech-
niques, the issues of evaluating the effects of array depth and
optimizing this parameter with respect to performance are
left for future research.

V. EMPIRICAL ANALYSIS OF THE EFFECTS OF LINE
ARRAY CONFIGURATION ON MATCHED-FIELD
SOURCE LOCALIZATION PERFORMANCE

The effects of line array configuration on source local-
ization performance are investigated by examining the modal
cross-correlation matrices and the ambiguity surfaces as well
as by evaluating the probability of correctly localizing a
source as a function of signal-to-noise ratio~SNR! when the
matched-field processor~MFP! ~Sec. V A 3! is implemented.
These analyses provide qualitative as well as quantitative
measures of performance for various array configurations,
and validate the guidelines for array parameters suggested by
the theoretical analysis. The source localization performance,
as measured by probability of correct localization (PCL),

15 is
compared as a function of the total SNR across the array, not
the sensor level SNR. This enables the fair comparison of

arrays of different configurations in that changes in perfor-
mance cannot be attributed solely to changes in the total
available SNR due to variations in the number of sensors. If
the noise is spatially uncorrelated across the array, the total
SNR (SNRTOT) is related to the average sensor level SNR
(SNRSEN) by

SNRTOT5SNRSEN110 log10~KA!, ~11!

whereK is the number of observations, or snapshots,A is the
number of array elements, and the SNR is measured in dB.

A. Simulation description

The geoacoustic ocean model utilized for the following
simulations is the NRL Workshop ocean described in Sec.
V A 1. Generally, environmental uncertainty is a concern,
and must be addressed when implementing matched-field
processing algorithms.16,17 However, for this analysis, the
parameters defining the geoacoustic environment are as-
sumed to be known. This assumption enables the various
array configurations to be compared with respect to source
localization performance without incurring performance deg-
radation due to environmental mismatch or uncertainty. The
source is narrow-band at a frequency of 250 Hz and is lo-
cated somewhere in the water channel at a range of 5 to 10
km from the receiving array. The source range is defined as
the horizontal distance from the source to the middle array
element, and for the horizontal arrays, the signal is assumed
to arrive endfire, or a bearing of 90°. If the source is at some
other bearing, then the array is effectively shorter and the
elements are more closely spaced. The relationship between
the actual array length and sensor positions and the effective
array length and sensor positions is a function of the source
range and may be determined through trigonometric relation-
ships. The depth of the horizontal line arrays evaluated in the
simulations is 30 m.

1. Geoacoustic ocean model

The geoacoustic ocean model is also an important ele-
ment of any matched-field processing algorithm. The ocean
model must be defined before the acoustic propagation can
be modeled and the replica fields computed. The geoacoustic
model implemented for computer simulations is a canonical
shallow-water model introduced for the May 1993 NRL
Workshop on Acoustic Models in Signal Processing.18 It is
an idealized range-independent shallow-water channel, 100
m in depth, illustrated in Fig. 1. The sound speed in the water
is modeled as a downward refracting linear profile. The

FIG. 1. NRL Workshop ocean model.
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sound speed at the ocean surface has a value between 1495
and 1505 m/s, and at the bottom of the channel it is 1480
m/s. The ocean bottom is modeled as two layers which meet
at a depth of 200 m. The sound speed in the upper sediment
layer increases linearly from 1600 to 1750 m/s between 100
and 200 m in depth, at which point it becomes constant at
1750 m/s in the lower half-space. The bottom attenuation,a,
is 0.35 dB/l, and the bottom density,r, is 1.75 g/cm3.

For a 250-Hz source, this ocean supports 26 modes, the
first 18 of which are illustrated in Fig. 2. The real and imagi-
nary components of the corresponding horizontal wavenum-
bers are shown in Fig. 3. The imaginary component of the
wavenumber corresponds to attenuation. The greater the
magnitude of the imaginary component, the more quickly the
mode is attenuated. As this figure illustrates, the degree of
attenuation increases with mode number and is a significant
factor beginning with mode 14. This implies that at a dis-
tance from the source, only the first 13 modes contribute to
the acoustic pressure field.

2. Signal and noise models for Bayesian matched-
field processing

The signal emitted by the source is assumed to be a
narrow-band sinusoid with a known frequency,f 0 @Hz#, and

the observed time-domain signal across the receiving array,
r (S,C,F,t), is assumed to consist of the received source
signal,s(S,C,F,t), plus additive noise,n,

r ~S,C,F,t !5s~S,C,F,t !1n. ~12!

The received signal at each array element is a function of the
source position relative to the array element,S, the propaga-
tion parameters associated with the ocean acoustic wave-
guide, C, and the amplitude and phase parameters of the
source,F.

The frequency transform of the received signal is of the
form

P~r !5AH~S,C!1N, ~13!

whereA is a complex Gaussian random variable with vari-
ance sA

2 associated with the source parametersF, and
H(S,C) is the acoustic transfer function, or replica field in
matched-field terminology, for the narrow-band source lo-
cated at the positionS in the oceanC. The observationP(r )
is assumed to contain additive zero-mean complex Gaussian
noiseN with a known spatial covariance matrixQ. For this
work, the noise is assumed to be isotropic, consequentlyQ
5sN

2 I .
Given the assumptions regarding the source amplitude

A, the probability density function of the observation given
the source position and the environmental parameters is17

p~r uS,C!5
1

E~S,C!11
expS uR~r ,S,C!u2

E~S,C!11 D , ~14!

whereE(S,C) is related to the energy in the replica field,
andR(r ,S,C) is related to the correlation between the rep-
lica field and the observed field. The quantitiesE(S,C) and
R(r,S,C) are defined by

E~S,C!5sA
2H†~S,C!Q21H~S,C!

5
sA

2

sN
2 H†~S,C!H~S,C! ~15!

and

R~r ,S,C!5sA
2H†~S,C!Q21P~r !5

sA
2

sN
2 H†~S,C!P~r !.

~16!

The observed signal-to-noise ratio~SNR! is measured at the
receivers and is defined by

SNR5E$E~S,C̄!%

5sA
2E$H†~S,C̄!Q21H~S,C̄!%

5
sA

2

sN
2 E$H†~S,C̄!H~S,C̄!%, ~17!

whereS is the source position,C̄ is the mean ocean envi-
ronment, andE$•% is the expectation operator.

3. Bayesian matched-field source localization

Bayesian a posteriori probability approaches to
matched-field processing systematically and directly incor-
porate the uncertainties associated with the parameters defin-

FIG. 2. First 18 modes supported by the NRL Workshop ocean for a 250-Hz
source.

FIG. 3. Real and imaginary components of the horizontal wave numbers for
modes supported by the NRL Workshop ocean for a 250-Hz source.
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ing the physical models into the processor when it is derived
by applying optimal signal detection and parameter estima-
tion philosophies to matched-field processing. The optimum
uncertain field processor~OUFP!17 is a Bayesian method
used for parameter estimation in an uncertain ocean environ-
ment which calculates thea posterioriprobability of the pa-
rameter~s! to be estimated given the received signal. By in-
corporating the uncertainties concerning the source and array
parameters as well as the inherent variability in the geoa-
coustic environment, the OUFP is robust with respect to
these parameters. Its narrow-band and wide-band source lo-
calization performance and robustness to environmental un-
certainty has been investigated at short ranges in a highly
uncertain shallow-water environment15,19 and at long ranges
in a deep ocean environment with internal waves.20,21

When the goal is source localization, the OUFP calcu-
latesp(Sur ), thea posterioriprobability density function of
the source locationS given the received signalr . The OUFP
is a robust source localization technique with respect to en-
vironmental variability because it does not assume a particu-
lar propagation environment. Instead, it assumes a range of
probable propagation environments and then integrates over
the environmental uncertainty to calculate thea posteriori
probability density function

p~Sur !5
*Cp~r uS,C!p~SuC!p~C!dC

p~r !
. ~18!

Given the assumptions regarding the signal model, the con-
ditional probability density function, or ambiguity surface,
p(Sur ), can be expressed as

p~Sur !5C~r !p~S!E
C

1

E~S,C!11

3expS uR~r ,S,C!u2

E~S,C!11 D p~CuS!dC, ~19!

where C(r ) is a normalization constant chosen to make
p(Sur ) a proper probability density function;*Sp(Sur )dS
51. Typically, the ambiguity surface is examined and the
maximuma posteriori~MAP! estimate, defined as the source
position S for which p(Sur ) is maximum, is chosen as the
source location estimate,

Ŝ5max
S

p~Sur !. ~20!

WhenC contains a small number of environmental pa-
rameters, a brute force numerical integration may be per-
formed to evaluate the integral. However, whenC contains
many uncertain parameters, brute force integration is compu-
tationally prohibitive. In this case, the integral can be evalu-
ated efficiently using Monte Carlo integration.15,22

When the acoustic environment is known exactly, the
environmental integration performed by the OUFP@Eq. ~19!#
is not necessary, and the matched-field processor~MFP! is
used to calculate the ambiguity surface,

p~Sur !5C~r !p~S!
1

E~S,C!11
expS uR~r ,S,C!u2

E~S,C!11 D .

~21!

Although this scenario is an artificial experiment and can be
realized only in computer simulations, it provides an upper
bound on the performance which can be achieved. It also
provides a benchmark against which the more realistic sce-
nario where the environment is not exactly known can be
compared, and with which the performance degradation due
to environmental uncertainty can be quantified.

B. Performance evaluation

The performance of various line array configurations is
evaluated with respect to source localization performance as
a function of SNR. The probability of correct localization
(PCL) is the probability the maximuma posterioriestimate
of the source location computed by the MFP is within64 m
in depth and6100 m in range of the actual source location.
The probabilities were calculated from 500 independent
Monte Carlo realizations of the environment and source po-
sition. First, the length of horizontal arrays is investigated in
Sec. V B 1. Then the effect of the number of sensors for both
vertical and horizontal arrays is investigated in Sec. V B 2.

1. Array length

The notion of array length is relevant only for horizontal
line arrays since vertical line arrays typically span the entire
water column. The effect of horizontal line array length on
matched-field source localization performance is evaluated
by implementing arrays of various lengths with 1-m interele-
ment spacing. The magnitude of the modal cross-correlations
for the propagating modes for arrays of several lengths rang-
ing from 100 to 2000 m are shown in Fig. 4, and the rank of
each of these matrices is listed in Table I. The modal cross-

FIG. 4. Model cross-correlation matrices for horizontal line array lengths of
~a! 2000,~b! 1000,~c! 750, ~d! 500, ~e! 250, and~f! 100 m.
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correlation matrices and their corresponding ranks indicate
the propagating modes may be uniquely represented utilizing
arrays as short as 500 m.

Representative ambiguity surfaces for each of these ar-
rays are presented in Fig. 5. Each of these surfaces displays
the natural log of thea posteriori probability of the source
position given the received data and a known ocean environ-
ment@Eq. ~21!#. The intensity of the image is proportional to
the probability associated with the source position; areas of
high probability are dark and areas of low probability are
light. The ambiguity surfaces are calculated by the MFP for
a source located at 7.5 km in range and 50 m in depth at an
SNR of 30 dB. The replica fields are computed from 1 to 99
m in depth, at 2-m intervals, and from 5 to 10 km in range, at
50-m intervals. The maximuma posteriori source location
estimate for each of these array configurations is listed in
Table II. The maximum in the ambiguity surfaces is located
at the correct location for array lengths as short as 500 m.

However, below this length, one can visually detect deterio-
ration in the quality of the ambiguity surfaces, and the source
is no longer correctly localized.

The analyses completed thus far concerning array length
have been qualitative in nature. A quantitative measure of
matched-field source localization performance, probability of
correct localization (PCL), for each of the array configura-
tions is presented in Fig. 6. Due to computational constraints,
the arrays implemented to evaluate the probability of correct
localization have 5-m interelement spacing rather than the
1-m spacing utilized to compute the previous results. This
change in the array configuration does not affect thePCL

values calculated since the minimum number of sensors,
which is 13 for this particular environment, is still exceeded
in each of the array configurations and the probabilities are
evaluated as a function of the total available SNR. The per-
formance attained by the horizontal line array, as measured
by probability of correct localization, does not begin to de-
grade until the array reaches 500 m in length. After this
point, there is noticeable performance degradation. This re-
sult is consistent with the previous analysis of the modal
cross-correlation matrices and representative ambiguity sur-
faces.

The theory discussed in the previous section indicates
the minimum desirable array length@Eq. ~9!# for this envi-
ronmental scenario is approximately 2000 m. This is calcu-
lated by evaluatingDk for all possible mode combinations
and choosing the minimum value, from which the array

TABLE I. Ranks of the model cross-correlation matrices displayed in Fig. 4
for several horizontal line array lengths.

Array length
~m!

Rank of
RF

2000 13
1000 13
750 13
500 13
250 11
100 9

FIG. 5. Representative ambiguity surfaces computed by the MFP at an SNR
of 30 dB for horizontal line array lengths of~a! 2000,~b! 1000,~c! 750, ~d!
500, ~e! 250, and~f! 100 m. The actual source location is 7.5 km in range
and 50 m in depth.

TABLE II. Maximum a posteriorisource location estimates from the rep-
resentative ambiguity surfaces displayed in Fig. 5 for several horizontal line
array lengths. The actual source location is 7.5 km in range and 50 m in
depth.

Array length
~m!

Range estimate
~km!

Depth estimate
~m!

2000 7.50 51
1000 7.50 51
750 7.50 49
500 7.50 51
250 9.55 13
100 9.50 67

FIG. 6. Probability of correct localizationPCL curves quantifying MFP
source localization performance as a function of SNR for horizontal line
array lengths of 2000, 1000, 750, 500, 250, and 100 m.
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length may be computed using Eq.~9!. However, as the re-
sults illustrate, the performance degrades only slightly as the
array length decreases below this minimum desirable array
length. It is not until the array reaches 500 m in length that
there is significant performance loss. This array length coin-
cides with the minimum cycle distance for this geoacoustic
environment. The minimum cycle distance, or loop length,
Lm , is defined as2

Lm5
22p

dkrm /dm
'

2p

krm2kr ~m11!
. ~22!

Physically, the cycle distance corresponds to the horizontal
distance over which the ray associated with a mode com-
pletes a full up and down cycle.

Although in theory the minimum desirable array length
is designed to be capable of resolving all the modes and is
determined by the minimum difference in the horizontal
wavenumbers, the simulation results suggest that in practice
it is only necessary to be able to represent each of the modes
uniquely and this may be accomplished with an array whose
length is at least as great as the minimum cycle distance;L
>Lm . This expression is similar to the theoretical minimum
desirable array length derived to ensure all the modes are
uncorrelated along the array@Eq. ~9!#. The difference is in
the definition of the difference in the wavenumbers in the
denominator. For the modes to be uncorrelated along the
array, the denominator is set equal to the minimum differ-
ence in the wavenumbers, which yields an array length of
approximately 2000 m. However, the minimum cycle dis-
tance is determined by setting the denominator equal to the
maximum in the derivative of the horizontal wavenumber

with respect to mode number.2 The minimum horizontal ar-
ray length using the minimum cycle distance criteria is ap-
proximately 550 m, which is consistent with the simulation
results presented here. Further studies are necessary in order
to fully quantify the relationship between the minimum array
length required in practice and its physical basis.

2. Number of elements

Array length is typically relevant only for horizontal line
arrays; however, the number of sensors is a parameter which
applies to both horizontal and vertical line arrays. The effect
of the number of array elements on matched-field source
localization performance is evaluated by implementing ar-
rays with various numbers of elements which meet the mini-
mum array length requirement@Eq. ~22!#. This analysis par-
allels that presented for the horizontal line array length
requirement. Based on the preceding results regarding line

FIG. 7. Modal cross-correlation matrices for a vertical line array with~a! 99,
~b! 50, ~c! 20, ~d! 10, ~e! 5, and~f! 3 sensors.

FIG. 8. Modal cross-correlation matrices for a 600-m horizontal line array
with ~a! 121, ~b! 61, ~c! 31, ~d! 11, ~e! 5, and~f! 3 sensors.

TABLE III. Ranks of the modal cross-correlation matrices displayed in Fig.
7 for a vertical line array with various numbers of sensors.

Number of
sensors

Rank of
RF

99 13
50 13
20 13
10 10
5 5
3 3
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array length, the length of the horizontal line arrays is chosen
to be 600 m and the vertical arrays are assumed to be fully
spanning.

The modal cross-correlation matrices for those modes
which do not experience appreciable attenuation are shown
in Figs. 7 and 8 for vertical and horizontal line arrays with
various numbers of sensors, respectively, and the rank of
each of the modal cross-correlation matrices is listed in
Tables III and IV. The modal cross-correlation matrices and
their ranks indicate the modes are uniquely represented as
long as the number of sensors is at least as great as the
number of propagating modes.

Representative ambiguity surfaces for each of the verti-
cal and horizontal line array configurations are shown in
Figs. 9 and 10, respectively. These ambiguity surfaces have
been calculated under the same conditions as for the analysis
of array length. The actual source location is 7.5 km in range
and 50 m in depth, and the SNR is 30 dB. The corresponding
maximuma posteriorisource location estimates for each of

the array configurations are listed in Tables V and VI. The
ambiguity surfaces exhibit deterioration once the number of
sensors is less than the number of propagating modes. How-
ever, for this particular example, the source is correctly lo-
calized with the vertical array using as few as three elements,
and with the horizontal array using as few as five elements.

In order to evaluate the performance of these array con-
figurations as a function of the number of sensors utilized, it
is necessary to compute the probability of correctly localiz-
ing the source over a range of SNRs. These measures of
performance are presented for the vertical and horizontal ar-
rays in Figs. 11 and 12, respectively. ThePCL curves indi-
cate that performance suffers when the number of sensors
decreases below the number of propagating modes used for
localization, and support the notion that it is necessary to
construct an array with at least as many sensors as propagat-

TABLE IV. Ranks of the modal cross-correlation matrices displayed in Fig.
8 for a 600-m horizontal line array with various numbers of sensors.

Number of
sensors

Rank of
RF

121 13
61 13
31 13
11 11
5 5
3 3

FIG. 9. Representative ambiguity surfaces computed by the MFP at an SNR
of 30 dB for a vertical line array with~a! 99, ~b! 50, ~c! 20, ~d! 10, ~e! 5, and
~f! 3 sensors. The source location is 7.5 km in range and 50 m in depth.

FIG. 10. Representative ambiguity surfaces computed by the MFP at an
SNR of 30 dB for a 600-m horizontal line array with~a! 121,~b! 61, ~c! 31,
~d! 11, ~e! 5, and~f! 3 sensors. The source location is 7.5 km in range and
50 m in depth.

TABLE V. Maximum a posteriorisource location estimates from the rep-
resentative ambiguity surfaces displayed in Fig. 9 for a vertical line array
with various numbers of sensors. The actual source location is 7.5 km in
range and 50 m in depth.

Number of
sensors

Range estimate
~km!

Depth estimate
~m!

99 7.50 51
50 7.50 49
20 7.50 49
10 7.50 51
5 7.50 49
3 7.50 49

2109 2109J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 S. L. Tantum and L. W. Nolte: MFP array design



ing modes used for localization so that the modal cross-
correlation matrix is full rank.

VI. ARBITRARY ARRAY CONFIGURATIONS FOR
MATCHED-FIELD PROCESSING

Although a line array may be one of the more obvious
choices for an array configuration, in practice, array configu-
rations are not limited to linear geometry with uniformly
spaced sensors. It is possible to construct arrays with arbi-
trary geometries and element positions, as well as in two or
three dimensions. The critical factor is to ensure the array
samples the modal structure such that each of the modes
possesses a unique representation. The ability of a potential
array design to meet this criterion may be evaluated by ex-
amining the modal cross-correlation matrix. As long asRF

calculated for the propagating modes, meaning those modes
without significant imaginary components in their horizontal
wave numbers, is full rank, the modes are sampled such that
their representations are unique. If the array is unable to
provide a unique representation of each of the modes, then
matched-field processing techniques employed using that ar-
ray will experience performance degradation when compared
to the performance attained using arrays which are capable
of providing a sufficient representation of the modes.

VII. CONCLUSIONS

The proposed matched-field processing array design
guidelines have been derived assuming a normal mode
propagation model, and are quite different from those com-
monly employed for conventional plane-wave beamforming.
Arrays designed for matched-field processing should provide
a unique representation of each propagating mode along the
extent of the array. The ability of an array to accomplish this
may be determined by examining its associated modal cross-
correlation matrix for the propagating modes. If the modal
cross-correlation matrix is full rank, then each mode pos-
sesses a unique representation along the array.

The results obtained utilizing a horizontal line array as-
sume the source is located at endfire, or a bearing of 90°. For
some bearing other than endfire, the bearing angle is smaller
and the array is effectively shorter with more closely spaced
sensors. When this is viewed in context of the probability of
correct localization (PCL) summary performance curves, it
implies that as long as the effective array length remains
greater than the minimum array length, the performance will
not be significantly affected by the source bearing. This is
true since performance is determined by the number of sen-
sors, not the element spacing, as long as the array satisfies
the minimum length requirement. Alternatively, this suggests
a possible array geometry for which performance is not a
function of the source bearing. It may be possible to con-
struct an array composed of two horizontal line arrays in a
cross configuration so that the smallest bearing angle with
respect to either of the sub-arrays is 45°. Further, thePCL

summary performance results are presented not as a function
of the sensor level SNR but as a function of the total avail-
able SNR, which is determined by the number of array ele-
ments and the number of snapshots, as well as the sensor
level SNR @Eq. ~11!#. The desired performance level, as
paramaterized by the total available SNR, may be attained
even with low sensor level SNR by increasing the number of
sensors beyond the minimum requirement, or by increasing
the number of snapshots.

FIG. 11. Probability of correct localizationPCL curves quantifying MFP
source localization performance as a function of SNR for a vertical line
array with 99, 50, 20, 10, 5, and 3 sensors.

FIG. 12. Probability of correct localizationPCL curves quantifying MFP
source localization performance as a function of SNR for a 600-m horizontal
line array with 121, 61, 31, 11, 5, and 3 sensors.

TABLE VI. Maximum a posteriorisource location estimates from the rep-
resentative ambiguity surfaces displayed in Fig. 10 for a 600-m horizontal
line array with various numbers of sensors. The actual source location is 7.5
km in range and 50 m in depth.

Number of
sensors

Range estimate
~km!

Depth estimate
~m!

121 7.50 49
61 7.50 49
31 7.50 49
11 7.50 49
5 7.50 51
3 6.85 47
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The temporal behavior of the 2f 12 f 2 distortion product otoacoustic emission is theoretically
investigated for the case in which the lower frequency (f 1) primary tone is on continuously, and the
higher frequency (f 2) one is pulsed on and off@e.g., Talmadgeet al., J. Acoust. Soc. Am.105,
275–292~1999!#. On physical grounds, this behavior is expected to be characterized by various
group delays associated with the propagation of~1! the f 2 cochlear primary wave between the
cochlear base and the primary distortion product generation region aroundx̂2 ~the f 2 tonotopic
place!, and~2! the 2f 12 f 2 cochlear distortion product~DP! waves between the cochlear base, the
primary generation region of the distortion product, and the region around the 2f 12 f 2 tonotopic
place where the generated apical moving DP wave is reflected toward the cochlear base@e.g.,
Talmadgeet al., J. Acoust. Soc. Am.104, 1517–1543~1998!#. An approximate analytic expression
is obtained for this behavior from the analysis of the Fourier integral representation of the auditory
peripheral response to the primary stimuli. This expression also approximately describes the
transient build-up of the components of different latencies in terms of the damping properties of the
cochlear partition. It is shown that considerable caution must be applied in attempting to relate phase
derivatives of the distortion product otoacoustic emissions for steady state stimuli and the physical
time delays which are associated with the temporal behavior of a distortion product emission in the
case of a pulsed primary. ©2000 Acoustical Society of America.@S0001-4966~00!03503-7#

PACS numbers: 43.64.Bt, 43.64.Ha, 43.64.Jb@BLM #

INTRODUCTION

If a stimulus consisting of tones of two or more frequen-
cies is presented to the ear, nonlinear signal processing in the
cochlea results in the production of intermodulation distor-
tion products~DPs!. These may be detected psychoacousti-
cally or as objective acoustic signals in the ear canal~distor-
tion product otoacoustic emissions or DPOAEs! ~reviewed in
Talmadgeet al., 1998, 1999!. In the case of a two-tone
stimulus of frequenciesf 1 and f 2 (. f 1), the DPOAE with
frequency 2f 12 f 2 is the largest under many experimental
conditions. The amplitude and phase of this DPOAE can be
extracted from the ear canal recording by signal processing.
Changes in the level and phase of the DPOAE with changes
in the levels and frequencies of the two external tones~pri-
maries! provide us with insight into the mechanisms respon-
sible for the generation of this distortion product and its
transmission back to the ear canal.

It is generally understood that the generation region of
the DPs in the cochlea is near the maximal overlap of the
cochlear waves evoked by the external tones~e.g., Hall,
1974; Kemp and Brown, 1983!. There has been some dis-
agreement, however, over whether the DPOAE~which is the
DP signal as measured in the ear canal! is entirely comprised
of a signal component originating at the generator region~for
example, He and Schmiedt, 1993, 1996, 1997; Sunet al.,
1994a,b! or whether it is a combination of two components

~the so-called ‘‘two-source’’ model!, one originating around
the generator region and the other originating near the DP
tonotopic location~reviewed in Talmadgeet al., 1998!. In-
vestigators who have assumed that the generator region is the
sole source of the DPOAE have used the steady state
DPOAE phase characteristics in an attempt to estimate the
time it takes for the two primary tone signals to travel to the
overlap region and the generated DPOAE signal to reach the
external ear~e.g., Kimberleyet al., 1993; O’Mahoney and
Kemp, 1995; Moulin and Kemp, 1996a, b; Bowmanet al.,
1997, 1998; Schneideret al., 1999!. ~See Sec. IV of this
paper for some potential pitfalls associated with this proce-
dure.!

The results of recent investigations, both experimental
~e.g., Kummeret al., 1995; Brownet al., 1996; Gaskill and
Brown, 1996; Stoveret al., 1996; Talmadgeet al., 1999! and
theoretical~reviewed in Talmadgeet al., 1998!, have given
strong support for the following underlying physical picture:
The 2f 12 f 2 DPOAE is initially produced in a region~usu-
ally called thegenerationor overlap region! where, as just
mentioned, the activity patterns for the primary cochlear
waves overlap maximally~near the tonotopic site for thef 2

primary!. DP waves emerge and propagate both basally and
apically from the generation region. A fraction of the basal
moving wave is transmitted through the base of the cochlea
and into the middle ear and ear canal, where it contributes to
the DPOAE signal. If the cochlea had no inhomogeneities,
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the apically moving DP wave would simply damp out after
passing its tonotopic site. However, if the cochlear response
gives rise to a tall/broad activity pattern, then a small level of
inhomogeneity of the cochlear properties may produce a sig-
nificant reflection of the apically moving DP wave around its
tonotopic site. This reflection mechanism was first suggested
by Zweig and Shera~Shera and Zweig, 1993; Zweig and
Shera, 1995; see also Talmadge and Tubis, 1993; Talmadge
et al., 1997, 1998, 1999!. This reflected DP wave would also
be partially transmitted through the cochlea and into the ear
canal, where it would combine with the signal from the ini-
tial basally moving DP wave to produce a characteristic in-
terference behavior~local maxima and minima of the
DPOAE amplitude as the primary frequencies are varied!. In
addition to the ear canal signals from the initially generated
DP waves, there would also be a series of other signal con-
tributions in the ear canal from the partial transmission
through the cochlear base of basally moving DP waves that
originate from multiple reflections from the cochlear base
and from around the DP tonotopic site. These additional con-
tributions to the DPOAE signal would, of course, also pro-
duce interference effects.@For a detailed discussion of these
additional interference terms see, e.g., Shera and Zweig
~1992!, Zweig and Shera~1995!, and Talmadgeet al.
~1998!.#

Formal expressions for the DPOAE amplitude and
phase, including the effects of multiple internal reflections of
the DP waves in the cochlea, have been derived by Talmadge
et al. ~1997, 1998, 1999! for the case of steady state primary
tones. As was shown by Talmadgeet al. ~1999!, it is instruc-
tive to also study the temporal behavior of DPOAEs when
one of the primaries is on steady state but the other is pulsed
on and off.@This paradigm is to be distinguished from the
one in which both primaries are pulsed on and off~e.g.,
Martin et al., 1998!, which is harder to interpret theoreti-
cally.# It is especially easy to interpret data obtained near a
minimum in the DPOAE fine structure where the two com-
ponents are almost 180 degrees out of phase. In this instance,
as was demonstrated by Talmadgeet al. ~1999!, the appear-
ance of a null in the DPOAE amplitude following the turn on
of the pulsed primary clearly indicates that the contribution
to the DPOAE from the reflection around the DP tonotopic
site is the dominant one. Conversely, the appearance of a
null in the DPOAE amplitude following the turn off of the
pulsed primary indicates that the contribution to the DPOAE
from the generation region is the dominant one.

If the effect of cochlear nonlinearity is taken into ac-
count only to the lowest nonvanishing order, the connection
between the steady state DPOAE signal and the signal in a
pulsed primary paradigm is, in principle, straightforward.
The latter can be simply represented by a Fourier integral
whose integrand involves the complex steady state signal.1 In
this paper, the temporal behavior of the 2f 12 f 2 DPOAE in
a pulsed (f 2) primary paradigm~with the f 1 primary on
steady state! is studied theoretically. In order to obtain a
physically transparent result, the integrand of the Fourier ex-
pression for this temporal behavior is approximated so that
the integral may be evaluated analytically using the calculus
of residues~e.g., Arfken and Weber, 1995, pp. 414–432!.

The result is then expressed in terms of the basal and apical
cochlear reflectances, the various relevant latencies~those for
the propagation of the primaryf 2 wave from the cochlear
base to thef 2 tonotopic site, the propagation of the DP wave
from the f 2 tonotopic site to the DP tonotopic site, and the
propagation of the DP wave from thef 2 tonotopic site to the
cochlear base!, and the cochlear damping parameters which
characterize the approach of the DPOAE behavior to steady
state conditions after the turn on of the pulsed primary tone.
The appearance of latencies in their true role as time delays
~rather than as phase derivatives of steady state signals! will
hopefully make their physical origin and significance clear,
and help researchers to avoid the dangers of always interpret-
ing the phase derivatives of the steady state DPOAE behav-
iors as physical time delays. This point will be discussed in
Sec. IV.

The relevant formal expressions for the 2f 12 f 2

DPOAE under steady state and pulsed (f 2) primary condi-
tions are given in Sec. I. Approximations of the integrand of
the Fourier integral for the pulsed primary case, which allow
the integral to be evaluated analytically using the calculus of
residues, are introduced in Sec. I C. The analytic expression
is obtained in Sec. II, and its implications are explored in
Secs. III and IV.

I. THE 2f 1Àf 2 DPOAE

A. Steady state primaries

The basic formulas for various types of otoacoustic
emissions, and details on the underlying model and approxi-
mations used to obtain them, have been extensively dis-
cussed in Talmadgeet al. ~1998!, to which the reader is di-
rected for the precise definitions and meanings of the
symbols used in this paper. The model used was a one-
dimensional macromechanical model with a time-delayed
stiffness component in the basilar membrane mechanics of
the form suggested by Zweig~1991!. The model also in-
cludes simplified models of the middle and outer cars. A low
level of spatial inhomogeneity of cochlear properties~Shera
and Zweig, 1993; Zweig and Shera, 1995! is assumed. In
conjunction with the tall/broad activity pattern which is
given by the Zweig form of the cochlear partition imped-
ance, the inhomogeneities give rise to cochlear wave reflec-
tions. A simple third-order nonlinearity in the cochlear
damping function is introduced to account for the generation
of DPOAEs, as well as to stabilize SOAEs. For reasons dis-
cussed in Talmadgeet al. ~1998!, the essential features of the
results obtained with the model are expected to be valid for
more elaborate and realistic models of the auditory periph-
ery.

For a steady state ‘‘calibrated’’ driving pressure,Pdr
ss(t),

given by

Pdr
ss~ t !5A1eiv1t1A2eiv2t1complex conjugate, ~1!

whereA1 and A2 are complex constants, the complex 2f 1

2 f 2 DPOAE pressure signal amplitude in the ear canal,
Pdp

ss(v1 ,v2 ,vdp), (vdp52v12v2), is given by Eq.~162!
of Talmadgeet al. ~1998!,
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Pdp
ss~v1 ,v2 ,vdp!

52Tpd~vdp!
kow~vdp!

kr~0,vdp!1kl~0,vdp!

3
r0~v1 ,v2!

Dsm~0,vdp!

11Ra~vdp!Rd~v1 ,v2!

12Ra~vdp!Rb~vdp!

3I r~`,v1 ,v2!, ~2!

[
Pl~v1 ,v2 ,vdp!1Ra~vdp!Pr~v1 ,v2 ,vdp!

12Ra~vdp!Rb~vdp!
. ~3!

Some of the relevant expressions for the various terms in
Eq. ~2! are

I r ,l~x,v1 ,v2!5E
0

x

dx8v0~x8!x r
2~x8,v1!x r* ~x8,v2!

3x r ,l~x8,vdp!, ~4!

r0~v1 ,v2!5
isbmk0

2eg~2v12v2!3br
2~0,v1!br* ~0,v2!

bnl
2 ,

~5!

v0~x!5v0ce
2kvx1v1c , ~6!

Rd~v1 ,v2!5
I l~`,v1 ,v2!

I r~`,v1 ,v2!
5

Pr~v1 ,v2 ,vdp!

Pl~v1 ,v2 ,vdp!
, ~7!

br~0,v!5
2Gme~v!kow~v!Pdr~v!

sbmDsm~0,v!~kr~0,v!1kow~v!!
, ~8!

Pdr~v1,2!5A1,2, ~9!

c r~x,v!>Ak~0,v!

k~x,v!
expH 2 i E

0

x

k~x8,v!dx8J , ~10!

c l~x,v!>Ak~0,v!

k~x,v!
expH 1 i E

0

x

k~x8,v!dx8J , ~11!

k~x,v!5
k0v

ADsm~x,v!
, ~12!

Dsm~x,v!5v0
2~x!2v21 ivg0~x!1r fv0~x!2

3e2 ic fv/v0~x!1rsv0~x!2e2 icsv/v0~x!, ~13!

x r ,l~x,v!5
Dsm~0,v!

Dsm~x,v!
c r ,l~x,v!, ~14!

and

Ra~v!'2
2r 0k0

2v2

W0~v!Dsm
2 ~0,v!

E
0

`

dxv0
2~x!x r

2~x,v! r̃ ~x!.

~15!

Herer̃ (x) is a function that gives a pseudo-random Gaussian
number with ^ r̃ 2(x)&51, W0(v)5c r(x,v)c l8(x,v)
2c r8(x,v)c l(x,v) is the Wronskian and is independent of
x, andr 0 characterizes the magnitude of the roughness.

For simplicity, it is assumed that

Rb~v!5Rbe2 ivtb, ~16!

where Rb is a constant, and that apical reflections of the
primary f 1 , f 2 cochlear waves can be ignored. If significant
apical reflections of the primaries were present, Eq.~8!
would have to be modified according to Eqs.~53! and~97! of
Talmadgeet al. ~1998!, since internal reflection of the pri-
maries would lead to an additional modulation of the DP
generator due to the variation in the activity patterns of the
primaries with frequency.

The WKB approximation~e.g., Mathews and Walker,
1964; Zweiget al., 1976! has been used for the transpartition
pressure basis functions@Eqs.~10!–~13!#. The explicit phase
behaviors given by this approximation will be useful in de-
riving approximate expressions for various time delays in
terms of spatial integrals of]k(x,v)/]v.

B. Pulsed f 2 primary

If, instead of the steady state driving pressure given by
Eq. ~1!, only the f 1 primary is on steady state, and thef 2

primary is turned on att50, Eq. ~1! would be replaced by

Pdr
on~ t !5A1eiv1t1Q~ t !A2eiv2t1complex conjugate,

5A1eiv1t1
A2

2p i E2`

`

dv28
eiv28t

v282v22 i e

1complex conjugate, ~17!

wheree is a positive infinitesimal, andQ(t) is the Heaviside
theta function given by

Q~ t ![H 0, t,0,

1/2, t50,

1, t.0.

~18!

The correctness of the integral representation of
Q(t)A2eiv2t may be established by noting that thev28 inte-
gral may be converted into a closed contour integral by add-
ing an integration around an infinite semicircle in the lower-
half complexv28 plane fort,0, and the upper-half complex
v28 plane fort.0. By Jordan’s lemma~e.g., Arfken and We-
ber, 1995, p. 425!, the contributions from the semicircular
paths vanish. Since the integrand has a simple pole in the
upper-half complexv28 plane, the application of the calculus
of residues~e.g., Arfken and Weber, 1995, pp. 414–432!
then shows that the integral vanishes fort,0, and is equal to
A2eiv2t for t.0. If both primaries are on steady state up to
t50, and thef 2 primary is turned off att50, thenPdr(t)
would be represented as

Pdr
off~ t !5A1eiv1t1A2eiv2t~12Q~ t !!1complex conjugate,

5A1eiv1t2
A2

2p i E2`

`

dv28
eiv28t

v282v21 i e

1complex conjugate, ~19!

wheree is again a positive infinitesimal.
To lowest nonvanishing order in the cochlear nonlinear-

ity, using Eq.~17!, the Fourier expansion of the DP ear canal
signal after signal turn on corresponding to the steady state
frequency 2f 12 f 2 is
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Pdp
on~ t !52

e2iv1t

2p i E
2`

`

dv28
e2 iv28t

v282v21 i e

3Pdp
ss~v1 ,v28,2v12v28!1complex conjugate,

~20!

wherePdp
ss(v1 ,v2,2v12v2) is given by Eq.~2!, and where

we have usedvdp52v12v28 . ~The reader who finds it dif-
ficult to understand the procedure used here is referred to
Appendix B of this paper, where the same methodology is
illustrated in the context of DP generation for a simple
driven nonlinear oscillator with a single degree of freedom.!
Pdp

off(t) is obtained from Eq.~20!, with e replaced by2e, and
with an overall minus sign, and describes how the steady
state DP response decays after the turn off of thef 2 primary
at t50.

Because of the rather complicated functional depen-
dence of the integrand of Eq.~20! on v28 , the evaluation of
Pdp

on(t) is a very formidable task. In the next section, a num-
ber of simplifying approximations will be applied to the in-
tegrand so as to permit the analytic evaluation of the relevant
part of Pdp

on(t) via contour integration and the calculus of
residues.

C. Approximate representation of Pdp
on
„t …

The experimental temporal measurement of the 2f 1

2 f 2 DPOAE under pulsedf 2 primary conditions~Talmadge
et al., 1998! essentially entails the detection of the steady
state 2f 12 f 2 DPOAE component, and the components with
frequencies in close proximity to 2f 12 f 2 and decaying am-
plitudes~which determine the transient behavior!. This sug-
gests a procedure in which thev28 dependence of
Pdp

ss(v1 ,v28,2v12v28) in Eq. ~20! is approximated so as to
emphasize this dependence in the neighborhood ofv285v2

~especially the pole behavior!. Furthermore, the integrand of
Eq. ~20! is sharply peaked nearv285v2 , which means that
quantities that slowly vary over the region where this inte-
grand is large may either be assumed constant, and for other
sufficiently slowly varying quantities, only the leading order
contribution to the variation of the quantity with respect to
v22v28 will need to be considered.

The following approximations will therefore be made:
~i! It is assumed that the effect of the middle ear on the

DPOAE amplitude and phase is a slowly varying function of
v2 , so that

F~v1 ,v28,2v12v28![
2Tpd~2v12v28!kow~2v12v28!

kr~0,2v12v28!1kl~0,2v12v28!

3
r0~v1 ,v28!

D~0,2v12v28!

'F~v1 ,v2,2v12v2!, ~21!

whereF(v1 ,v2,2v12v2) characterizes the effects of for-
ward and reverse transmission through the middle ear.

~ii ! The level of the 2v12v2 DP wave is assumed to
slowly vary nearv2 , so that

x r~x,v28!'x r~x,v2!
Dsm~x,v2!

Dsm~x,v28!
e2 i t̂2~x!~v282v2!, ~22!

x r~x,2v12v28!'x r~x,2v12v2!
Dsm~x,2v12v2!

Dsm~x,2v12v28!

3e2 i t~x,vdp!~v22v28!, ~23!

x l~x,2v12v28!'x l~x,2v12v2!
Dsm~x,2v12v2!

Dsm~x,2v12v28!

3ei t~x,vdp!~v22v28!, ~24!

t̂2~x!5E
0

x

dx8
]k~x8,v28!

]v28
U

v
285v2

, ~25!

t~x,vdp!5E
0

x

dx8
]k~x8,vdp!

]vdp
U

vdp52v12v2

. ~26!

Note also that the phase variations ofx r(x,v28), x r(x,2v1

2v28), andx l(x,2v12v28) have been approximated by their
first-order expansions inv22v28 . The coefficients of these
expansions are the group delays,t̂2(x) andt(x,vdp), which
are those for the propagation of narrow-band cochlear wave
packets of center frequenciesv2 andvdp , respectively, be-
tween locationsx' x̂(v2) and 0. Note that an equivalent
assumption is that the group delays oft̂2(x) and t(x,vdp)
are slowly varying over the region where the integrand in Eq.
~20! is nonnegligible.

~iii ! The level and phase of the coefficient multiplying
the integral expression for the reflectanceRa(v) in Eq. ~15!
is assumed to be slowly varying, so that

f ~vdp8 !uv
dp8 52v12v

28
[

2r 0k0
2~vdp8 !2

W0~vdp8 !Dsm
2 ~0,vdp8 !

U
v

dp8 52v12v
28

'
2r 0k0

2~2v12v2!2

W0~2v12v2!Dsm
2 ~0,2v12v2!

. ~27!

~iv! The group delayt̂dp(x), which is that for a narrow-
band cochlear wave packet of center frequencyvdp , which
is propagating between the positions,x50 andx5 x̂(vdp),
will be assumed to slowly vary over the region where the
integrand of Eq.~20! is nonnegligible, so that

t̂dp~x!5E
0

x

dx8
]k

]vdp
~x8,vdp!U

vdp52v12v2

. ~28!

~v! Finally, the branch cuts associated with thev28 de-
pendence in Eqs.~10! through~12! will be neglected. This is
equivalent to assuming that the branch points and their asso-
ciated branch cuts lie outside the region where the integrand
of Eq. ~20! has its maximum. In this case, only the variation
of the functions containing branch cuts@such asADsm(0,v)#
within the region where this integrand is maximum need be
considered.

With all of these approximations introduced, Eq.~20!
becomes
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Pdp
on~ t !52

e2iv1t

2p i
F~v1 ,v2,2v12v2!E

2`

`

dv28
e2 iv28t

v282v21 i e H F E
0

`

dx8v0~x8!x r
2~x8,v1!x r* ~x8,v2!x r~x8,2v12v2!

3
Dsm* ~x8,v2!

Dsm* ~x8,v28!

Dsm~x8,2v12v2!

Dsm~x8,2v12v28!
ei @ t̂2~x8!1t~x8,vdp!#~v282v2!G1F f ~2v12v2!E

0

`

dx8v0
2~x8!x r

2~x8,2v12v2!

3 r̃ ~x8!
Dsm

2 ~x8,2v12v2!

Dsm
2 ~x8,2v12v28!

e22i t̂dp~x8!~v22v28!E
0

`

dx9v0~x9!x r
2~x9,v1!x r* ~x9,v2!x l~x9,2v12v2!

3
Dsm* ~x9,v2!

Dsm* ~x9,v28!

Dsm~x9,2v12v2!

Dsm~x9,2v12v28!
ei @ t̂2~x9!2t~x9,vdp!#~v282v2!G J H 12 f ~2v12v2!Rbe2 i tb~2v12v2!E

0

`

dx8v0
2~x8!

3x r
2~x8,2v12v2! r̃ ~x8!

Dsm
2 ~x8,2v12v2!

Dsm
2 ~x8,2v12v28!

ei @tb12t̂dp~x8!#~v282v2!J 21

1complex conjugate. ~29!

In the following sections, it will be shown that this ex-
pression can be approximately represented as

Pdp
on~ t !'Pdp

gen~ t !1Pdp
refl~ t !1¯ . ~30!

Here the superscript ‘‘gen’’ denotes the component of
Pdp

on(t) from the generator region, and the superscript ‘‘refl’’
denotes the component from the reflection site. The time-
dependent DP componentsPdp

gen(t) and Pdp
refl(t) have the

steady state analogues Pl
ss(v1 ,v2 ,vdp) and

Ra(vdp)Pr
ss(v1 ,v2 ,vdp) in Eq. ~3!. In the next section, it

will be shown that the time constants,t̂2(x) andt(x,vdp),
may be approximately set equal to their values atx5 x̂2

5 x̂(v2), and the time constantt̂dp(x) set equal to its value
at x5 x̂(2v12v2). Then,

t̄gen[2
]

]vdp
arg@Pl~x,v1 ,v2 ,vdp!#> t̂21t~ x̂2 ,vdp!,

~31!

t̄ refl[2
]

]vdp
arg@Ra~vdp!Pr~x,v1 ,v2 ,vdp!#

> t̂212t̂dp2t~ x̂2 ,vdp!, ~32!

where

t̂25 t̂2~ x̂2!, t̂dp5 t̂dp~ x̂2!, ~33!

are, respectively, the latency of the DPOAE component from
the generation region and the latency of the component
which results from the initial reflection of the generated DP
wave around the DP tonotopic site. Note thatt̄gen and t̄ refl

characterize, respectively, the rate of change of the phase
from the initial contribution from the generation region and
from the DPOAE reflection site.

Section II of this paper is devoted to the extraction of the
various DPOAE temporal components from Eq.~29!. The
latencies of these components are concisely summarized in
Sec. II A.

II. EVALUATION OF THE DPOAE SIGNAL IN THE
CASE OF A PULSED f 2 PRIMARY

A. Component latencies

On physical grounds, the pulsing on of thef 2 primary is
expected to result in a series of 2f 12 f 2 components of in-
creasing latency. The first, corresponding to the initially gen-
erated component, will have a latency aroundt̄gen, given by
Eq. ~31!. The next will correspond to the signal in the ear
canal which results from the reflection of the initial apical
moving generated wave from around the DP tonotopic site,
whose latency will be approximately given byt̄ refl in Eq.
~32!. This will be followed by the signal in the ear canal
which results from successive reflections of the initially gen-
erated basal-moving wave, from the base of the cochlea and
from around the DP tonotopic site. The latency of this com-
ponent will be given approximately byt̄gen12t̂dp1tb ,
wheret̂dp andtb are defined by Eqs.~33! and ~16!, respec-
tively. The next signal component will have latency,t̄ refl

12t̂dp1tb , and so on. In summary, the latencies of the
various components will be approximately given by

t̄gen,n5 t̄gen1n~2t̂dp1tb!; n50,1,2,3,... , ~34!

and

t̄ refl,n5 t̄ refl1n~2t̂dp1tb!; n50,1,2,3,... . ~35!

B. The t̄gen latency component

The t̄gen latency component is obtained from the first
term of Eq.~29!, with the $...%21 factor set equal to one. In
order to evaluate this component, it is convenient to first
perform the integration overv28 ,

2
e2iv1t

2p i E
2`

`

dv28
e2 iv28t

v282v21 i e

Dsm* ~x,v2!

Dsm* ~x,v28!

3
Dsm~x,2v12v2!

Dsm~x,2v12v28!
ei @ t̄2~x!1t~x,vdp!#~v282v2!, ~36!

where for simplicity, analytic structures not containingv28
are not shown.
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The time-delayed stiffness terms inDsm(x,v28) @Eq. ~13!# greatly complicate the evaluation of the integral. Therefore, for
the purpose of obtaining a simple result for the transient build up of the signal, which should at least have qualitative validity,
these terms will be neglected.2 Then

Dsm* ~x,v2!

Dsm* ~x,v28!

Dsm~x,2v12v2!

Dsm~x,2v12v28!
'

Dsm* ~x,v2!Dsm~x,2v12v2!

~v0
2~x!2v28

22 iv28g0~x!!~v0
2~x!2~2v12v28!21 i ~2v12v28!g0~x!!

5
Dsm* ~x,v2!

~v282v̄0~x!1 ig0~x!/2!~v281v̄0~x!1 ig0~x!/2!

3
Dsm~x,2v12v2!

~2v12v282v̄0~x!2 ig0~x!/2!~2v12v281v̄0~x!2 ig0~x!/2!
, ~37!

where

v̄0~x!5Av0
2~x!2

g0
2~x!

4
, ~38!

and thus the integral in Eq.~36! may be evaluated using the calculus of residues to yield

Q~ t2 t̂2~x!2t~x,vdp!!Fei ~2v12v2!t2e2iv1te2 i ~v0~x!2 ig0~x!/2!tei @v0~x!2v22 ig0~x!/2#~ t̂2~x!1t~x,vdp!!

3
Dsm* ~x,v2!Dsm~x,2v12v2!

~v̄0~x!2v22 ig0~x!/2!~2v̄0~x!!Dsm~x,2v12v̄0~x!1 ig0~x!/2!
G , ~39!

plus terms that have the temporal behaviors,

Q~ t2 t̂2~x!2t~x,vdp!!ei ~2v11v̄0~x!1 ig0~x!/2!t ~40!

and

Q~ t2 t̂2~x!2t~x,vdp!!ei ~6v̄0~x!1 ig0~x!/2!t. ~41!

In order to obtain analytic results for the DPOAE, a final
series of approximations is required in the integration overx.
The approximations are based on the facts thatg0(x)
!v̄0(x) and that the magnitude of the integrand of thex
integration is peaked aboutx5 x̂2 , where v̄0( x̂2)'v0( x̂2)
'v2 . Accordingly,x in Eqs.~39!, ~40!, and~41! is set equal
to x̂2 , and v̄0(x)2 ig0(x)/2 in Dsm(x,2v12v̄0(x)
1 ig0(x)/2) is replaced byv2 . Also,

lim
x→ x̂2

Dsm* ~x,v2!ei @v̄0~x!2v22 ig0~x!/2#@ t̂2~x!1t~x,vdp!#

~ v̄0~x!2v22 ig0~x!/2!~2v̄0~x!!

5eg0~ x̂2!t̄gen/2. ~42!

The contributions with temporal behaviors described by Eqs.
~40! and ~41! need not be considered since they can be ex-
perimentally distinguished from the~amplitude varying!
2v12v2 DPOAE signal.

The final expression for thet̄gen latency component is

Pdp
gen~ t !5Q~ t2 t̄gen!e

i ~2v12v2!t~12e2g0~ x̂2!~ t2 t̄gen!/2!

3Pl~v1 ,v2,2v12v2!1complex conjugate,

~43!

where

Pl~v1 ,v2,2v12v2!

5F~v1 ,v2,2v12v2!E
0

`

dxv0~x!x r
2~x,v1!x r* ~x,v2!

3x r~x,2v12v2!. ~44!

The superscript ‘‘gen’’ inPdp
gen(t) is used in order to denote

that this component is the direct~shortest latency! contribu-
tion to Pdp

on(t) from the generator region.

C. The t̄ refl latency component

From Eq.~29!, the t̄ refl latency component is

Pdp
refl~ t !5F~v1 ,v2,2v12v2! f ~2v12v2!

3E
0

`

dx8E
0

`

dxv0
2~x8!x r

2~x8,2v12v2! r̃ ~x8!

3v0~x!x r
2~x,v1!x r* ~x,v2!x l~x,2v12v2!

3I dp
refl~x,x8,v1 ,v2 ,t !1complex conjugate,

~45!

where
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I dp
refl~x,x8,v1 ,v2 ,t !52

ei2v1t

2p i E
2`

`

dv28
e2 iv28~ t2 t̄refl~x,x8!!e2 iv2t̄refl~x,x8!

v282v21 i e

Dsm
2 ~x8,2v12v2!

Dsm
2 ~x8,2v12v28!

Dsm* ~x,v2!

Dsm~x,v28!

Dsm~x,2v12v2!

Dsm~x,2v12v28!
,

~46!

and

t̄ refl~x,x8!5 t̂2~x!12t̂dp~x8!2t~x,vdp!. ~47!

From the discussion of the previous section, it is seen thatDsm(x,2v12v2)/Dsm(x,2v12v28) may be approximated by
unity if only the transient signal withv2852v12v2 is being tracked. Also, since the magnitudes of the integrands of thex and
x8 integrations are peaked aboutx̂(v2) andx̂(2v12v2), respectively, the approximation of settingx,x8 to these values in Eq.
~46! will be used. Finally, the time-delayed stiffness terms inD(x,v28) will again be dropped andg0 will be assumed to be
independent ofx. Then:

I dp
refl~x5 x̂~v2!,x85 x̂~2v12v2!,v1 ,v2 ,t !

52
ei2v1t

2p i E
2`

`

dv28
e2 iv28~ t2 t̄refl!e2 iv2t̄refl

v282v21 i e

Dsm
2 ~ x̂~2v12v2!,2v12v2!

Dsm
2 ~ x̂~2v12v2!,2v12v28!

Dsm* ~ x̂~v2!,v2!

Dsm* ~ x̂~v2!,v28!

'2
ei2v1t

2p i E
2`

`

dv28
e2 iv28~ t2 t̄refl!e2 iv2t̄refl

v282v21 i e S i ~2v12v2!g0

2~2v12v28!21~2v12v2!21 i ~2v12v28!g0
D 2 ~2 iv2g0!

2v28
21v2

22 iv28g0
. ~48!

In Eq. ~48!, only the residue contributions from poles atv28
5v22 i e, v22 ig0/2, and 4v12v22 ig0/2, which give
components of frequency 2v12v2 , with time varying am-
plitudes in the latter two cases, will be retained. Also, terms
containing powers of the dimensionless factorsg0 /v2 ,
g0 /(2v12v2),..., will be neglected.~These terms include
the residue contribution fromv2854v12v22 ig0/2.) Then
Eq. ~48! has the approximate form,

I dp
refl~x5 x̂~v2!,x85 x̂~2v12v2!,v1 ,v2 ,t !

'2
ei2v1t

2p i E
2`

`

dv28e
2 iv28~ t2 t̄refl!

3e2 iv2t̄refl
~ ig0/2!3

~v282v21 i e!~v282v21 ig0/2!3

5Q~ t2 t̄ refl!e
i2v1tF e2 iv2t1e2 iv2t̄reflS i

g0

2 D 3

3
1

2

d2

dv28
2H e2 iv28~ t2 t̄refl!

v282v21 i eJ U
v

285v22 ig0/2
G

5Q~ t2 t̄ refl!e
i ~2v12v2!tF12e2g0t̄/2

3S 11
g0t̄

2
1

g0
2t̄2

8 D GU
t̄ 5t2 t̄refl

. ~49!

Substitution of the result in Eq.~49! into Eq. ~45! gives the
final form of thet̄ refl latency component,

Pdp
refl~ t !5Ra~2v12v2!Pr~v1 ,v2,2v12v2!

3Q~ t2 t̄ refl!e
i ~2v12v2!t F12e2g0t̄/2

3S 11
g0t̄

2
1

g0
2t̄2

8 D GU
t̄ 5t2 t̄refl

, ~50!

where

Pr~v1 ,v2,2v12v2!5F~v1 ,v2,2v12v2!

3E
0

`

dxv0~x!x r
2~x,v1!x r* ~x1 ,v2!

3x l~x,2v12v2!. ~51!

D. Components with latencies, t̄gen, n and t̄ refl, n , nÐ1,
and final form of Pdp

on
„t …

The expansion of the factor

$12Ra~vdp!Rb~vdp!%
21, ~52!

where

Ra~vdp!Rb~vdp!5 f ~2v12v2!Rbe2 i tb~2v12v2!

3E
0

`

dxv0
2~x!x r

2~x,2v12v2! r̃ ~x!

3
Dsm

2 ~x,2v12v2!

Dsm
2 ~x,2v12v28!

3ei @tb12t̂dp~x!~v282v2!#, ~53!

in Eq. ~29! in a geometric series inRaRb , gives the contri-
butions to the DPOAE with latenciest̄gen or t̄ refl plus mul-
tiples of 2t̂dp1tb .
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With the same approximations as those used in the three
proceeding sections, the contributions with these latencies,
along with thet̄gen and t̄ refl latency ones, may be written in
the concise form:

Pdp
on~ t !5eivdptH Pl~v1 ,v2 ,vdp! (

n50

`

Ra
n~vdp!Rb

n~vdp!

3F2nS g0t̄gen,n

2 D1Ra~vdp!Pr~v1 ,v2 ,vdp!

3 (
n50

`

Ra
n~vdp!Rb

n~vdp!F2n12S g0t̄ refl,n

2 D J
1complex conjugate, ~54!

where

t̄gen,n5t2 t̄gen,n , ~55!

t̄ refl,n5t2 t̄ refl,n , ~56!

Fn~j![Q~j!@12en~j!e2j#, en~j![(
s50

n
1

s!
js, ~57!

and terms of order (g0 /v2)n, n51,2,..., are neglected.

E. The DPOAE signal after the turning off of the f 2
primary

If both primaries are on for a long time precedingt50
and thef 2 primary is turned off att50, the representation of
Pdr

off(t) is given by Eq.~19!, which gives

Pdr
off~ t !5A1eiv1t1~12Q~ t !!A2eiv2t

1complex conjugate. ~58!

The corresponding Fourier expansion of the 2f 12 f 2 DP ear
canal signal is

Pdp
off~ t !5

e2iv1t

2p i E
2`

`

dv28
e2 iv28t

v282v22 i e
Pdp

ss~2v12v28!

1complex conjugate. ~59!

Equation~59! can be written in a more convenient form if
the identity

1

2p i S eiv28t

v282v22 i e
D

5
1

2p i S eiv28t

v282v21 i e
D 1eiv28td~v282v2!, ~60!

whered(v282v2) is the Dirac delta function, is used.3 As a
result,

Pdp
off~ t !5Pdp

ss~2v12v2!ei ~2v12v2!)t

2Pdp
on~ t !1complex conjugate, ~61!

wherePdp
on(t) is given by Eq.~29! and in approximate form

by Eq. ~54!. Thus the decay of the DPOAE from its steady
state value is obtained formally by subtracting from the
steady state value the originally evolving DPOAE from the

build-up stage. As is expected, the various components of the
DPOAE decay away in the order of their increase in latency
during the build-up phase.

F. The DPOAE signal with a pulsed- f 2 primary

Given the previously derived results, it is now a simple
matter to write down the equations describing the transient
behavior of the DPOAE ear canal signal for a pulsed-f 2 pri-
mary. Assuming thef 2 signal turn on is atTon, the turn off
is at Toff , and thatToff2Ton is sufficiently long to allow
Pdp

pulsed(Toff2e)→Pdp
ss(Toff) ~where e a positive infinitesi-

mal!, gives

Pdp
pulsed(t)5eivdptH Pl(v1 ,v2 ,vdp) (

n50

`

Ra
n(vdp)Rb

n(vdp)

3E2n( t̄gen,n ,Ton,Toff)1Ra(vdp)Pr(v1 ,v2 ,vdp)

3 (
n50

`

Ra
n(vdp)Rb

n(vdp)E2n12( t̄ refl,n ,Ton,Toff!J
1complex conjugate, ~62!

whereEn(t,Ton,Toff) is the envelope function given by

En~ t,Ton,Toff!5H t,Ton, 0,

Ton<t,Toff , Fn@g0~ t2Ton!/2#,

Toff<t, 12Fn@g0~ t2Toff!/2#.

~63!

III. PHENOMENOLOGY OF PULSED DPOAEs

It should be noted that the form of Eq.~62! is very
similar to what one might naively expect based on the be-
havior of simple damped harmonic oscillators@hereafter re-
ferred to as the harmonic oscillator model, e.g., Talmadge
et al. ~1999!#, but with the modificatione2x→en(x)e2x. To
illustrate the differences in the behavior of the envelope
En(t,Ton,Toff) from the harmonic oscillator model, the first
five orders ofFn(j) are plotted in Fig. 1. SinceF0(j)51
2e2j is the purely exponentially varying form expected, the
deviation ofFn(j) from this gives the difference between
the results of this more detailed analysis from those for the
harmonic oscillator model. From Fig. 1, this deviation can be
seen to be quite significant even forF2(j), which is the
envelope term present in thet̄ refl latency component of the
DPOAE ear canal signal.

FIG. 1. Comparison of various orders ofFn(j) to F0(j)512e2j.
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It is also interesting to note that the family of curves
given by Fn(j) can be approximately represented by the
function, 12e2a(j2j0), and correspondingly, 12Fn(j) can
be approximated bye2a(j2j0). If one were to use the har-
monic oscillator model to fit the DPOAE temporal variation
resulting from Eq.~62!, one would get a good qualitative fit,
though the higher order DPOAE components would have
artificially longer delays, and smaller effective damping fac-
tors. This point is quantified in Table I, where the agreement
between fitted and input parameters for the higher order
DPOAE components are seen to get exponentially worse
with increasing order. Even at lowest order,t̄ refl,0 is 50% too
large, while the fitted damping factorg0 is merely 30% of
the input value.

In the ensuing discussion, it will be assumed thatuRbu
,uPr /Pl u,

4 so that the dominant DPOAE components will
be the two components with the shortest latencies. Then,

Pdp
pulsed~ t !'eivdpt@Pl~v1 ,v2 ,vdp!E0~ t̄gen,n ,Ton,Toff!

1Ra~vdp!Pr~v1 ,v2 ,vdp!

3E2~ t̄ refl,n ,Ton,Toff!#1complex conjugate.

~64!

Letting

Lgen5uPl u, Fgen5arg~Pl !, ~65!

L refl5uRaPr u, F refl5arg~Pr !, ~66!

then it can be seen that the overall behavior of Eq.~64! will
be governed by whether or notLgen is greater or less than
L refl and whetherFgen2Frefl is approximately an even or an
odd multiple of p. As was discussed in Talmadgeet al.
~1999!, the experimental measurement in a region where the
phases are an odd multiple ofp corresponds to a minimum
of the DPOAE level fine structureLdp

ss5uPdp
ssu, but also cor-

responds to a condition under which a null will be observed
in level of the DPOAE car canal signalLdp

pulsed5uPdp
pulsed(t)u.

If Lgen.L refl, then the null will occur aftert5Toff , and if
Lgen,L refl then the null will occur shortly aftert5Ton @see
Talmadgeet al. ~1999! for a detailed discussion of this
point#.

When higher order DPOAE components are included,
then in addition, the phase ofRaRb can further influence the

behavior ofLdp
pulsed(t). In particular if arg(RaRb)>2np, then

the higher order internal reflections will arrive in the ear
canal approximately in phase with the initial pulses, whereas
if arg(RaRb)>(2n11)p, they will arrive out of phase and
therefore produce corresponding interference nulls.

These observations are illustrated in Fig. 2, using a va-
riety of conditions. The conditions are shown~see caption
and figure annotations! in which Lgen.L refl or Lgen,L refl ;
arg(RaRb)'2np or arg(RaRb)'(2n11)p; and F l'F r

12np or F l'F r1(2n11)p. As expected from the above
discussion, switching from the caseLgen.L refl to Lgen,L refl

moves the initial interference null from shortly after thef 2

primary turn off ~at t5Toff50.150 s) to shortly after thef 2

primary turn on~at t5Ton50.050 s). Further, this first null
will only be seen if the initial two components are approxi-
mately out of phase with each other. The phenomenology of
the train of higher order pulses, as expected, gives rise to a
smoothly varying tail ofLdp

pulsed(t) if arg(RaRb)>2np, but
gives rise to a train of additional nulls if arg(RaRb)>(2n
11)p.

An important element of the behavior of the pulsed
DPOAE is the phase behavior of the DPOAE in the region of
an interference null. Since the null is the result of the can-
cellation of the DPOAE due to nearly equal level compo-
nents with opposite phase, the DPOAE phase will be discon-
tinuous at tnull , with the phase jumping from that of the
component dominant at times,tnull , to the phase of the
component which is dominant aftertnull .

IV. INTERPRETATION OF DPOAE LATENCIES

From the discussion in Talmadgeet al. ~1998, 1999!,
and in the first three sections of the present paper, it should
be clear that the validity of the two-source model in describ-
ing both steady state and temporal DPOAE data highlights
the danger of interpreting a phase derivative of the steady
state DPOAE in terms of a single physical group delay. The
complex representation of the steady state DPOAE signal
may be decomposed into an infinite series of terms involving
increasing powers of the reflectances,Ra andRb . Each term
has a phase behavior which corresponds in the temporal evo-
lution of the pulsed DPOAE to one of the latencies,

t̄gen,n5 t̄gen1n~2t̂dp1tb!,
~67!

t̄ refl,n5 t̄ refl1n~2t̂dp1tb!, n50,1,2,... .

In the steady state behavior, the fine structure which has been
extensively discussed in Talmadgeet al. ~1998, 1999! is
mainly due to the interference of the generator and first re-
flected cochlear wave components, which correspond in the
pulsed DPOAE case to component latencies withn50 in
Eq. ~67!.

As was just mentioned in the Introduction, it has been
tacitly assumed by many investigators that the physical
group delays or latencies for the production of DPOAEs may
be inferred from appropriate phase derivatives of the steady
state DPOAEs. For recent reviews of this approach, which
include many references to earlier work see, e.g., Bowman
et al. ~1997, 1998!. However, as will now be demonstrated,
great care must be exercised in attempts to infer physical

TABLE I. Least-squares fit~LSF! of Pdp
pulsed(t), where the model was based

on Eq.~62!, and was fit to the harmonic oscillator model@i.e., Eq.~62! with
en(j)→1#. Shown are the LSF parameter values forg0 , t̄gen,n and t̄ refl,n

versus order of the DPOAE component, forf 152194 Hz, f 252688 Hz, and
f dp51700 Hz. The LSF values of these parameters are denoted by primes
~e.g., t̄gen,n8 and t̄ refl,n8 ), and the LSF value ofg0 is given separately for the
t̄gen,n (g0,gen8 ) and for thet̄ refl,n (g0,refl8 ) components. The input value ofg0

was 200 s21 throughout.

Order
g0,gen8
@s21#

t̄gen,n

@ms#
t̄gen,n8
@ms#

g0,refl8
@s21#

t̄ refl,n

@ms#
t̄ refl,n8
@ms#

0 200 4.5 4.5 70 11.9 17.7
1 70 15.5 21.3 38 22.9 34.7
2 38 26.5 38.3 25 33.9 51.8
3 25 37.5 55.4 18 44.9 67.0
4 18 48.5 72.6 13 55.9 86.2
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group delays from phase derivatives of the steady state re-
sponses, even in the case ofRa50, for which there is only a
single generation region.

The integral expression for thephysical group delay
t̄gen, obtained from Eqs.~25!, ~26!, ~31!, and~33!, is

t̄gen5E
0

x̂~v2!
dx

]k~x,v2!

]v2
1E

0

x̂~v2!
dx

]k~x,vdp!

]~vdp!
, ~68!

where the first term is the group delay for the cochlear wave
travel from the cochlear base to the generation region, and
the second is the group delay for the DP cochlear wave travel
from the generation region back to the cochlear base. The
integrations of Eq.~68! may be performed by assuming ap-
proximate scale invariance~e.g., Zweig and Shera, 1995;
Talmadgeet al., 1998, 1999! in the form

k~x,v28!5k~v28/v̂~x!!, ~69!

where

v̂~x!'v0ce
2kvx, ~70!

which gives

]k~x,v28!

]v28
5

1

kvv28

]k~x,v28!

]x
. ~71!

Then

t̄gen'
1

kvv2
~k~ x̂~v2!,v2!2k~0,v2!!

1
1

kv~vdp!
~k~ x̂~v2!,vdp!2k~0,vdp!!

'
k̂

kvv2
1

k~ x̂~v2!,vdp!

kv~vdp!
, ~72!

wherek̂ is the wave number in the peak activity region~Tal-
madgeet al., 1998; Zweig and Shera, 1995!, and it has been
assumed that

k~0,v2!!k~ x̂2~v2!,v2!, ~73!

k~0,vdp!!k~ x̂2~v2!,vdp!. ~74!

Equation~72! can be further simplified if it is assumed that
x̂(v2) corresponds to the long-wavelength region for fre-
quencyvdp . Then

k~ x̂~v2!,vdp!'k0

vdp

v2
, ~75!

wherek0 is a constant defined in Eq.~12!. In summary,

t̄gen'
k̂1k0

kvv2
. ~76!

FIG. 2. Model calculations showing the main behaviors that are predicted using Eq.~54!. In these figures, thef 2 primary is assumed to be pulsed from 50 ms
to 150 ms, withf 152194 Hz, f 252688 Hz, andf dp51700 Hz. For each panel, the conditions are shown both wherePl andRaPr ‘‘add’’ ~dark lines; e.g.,
they constructivelyinterfere! and ‘‘subtract’’ ~gray lines; e.g., theydestructivelyinterfere!.
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Latencies for the 2f 12 f 2 DPOAE have been associated
with the so-calledf 1- and f 2-sweep phase derivatives~e.g.,
Kimberley et al., 1993; O’Mahoney and Kemp, 1995; Mou-
lin and Kemp, 1996a, b; Bowmanet al., 1997, 1998;
Schneideret al., 1999!

t̄ f 22sweep[2S ]

]vdp
wgen~v1 ,v2 ,vdp! D

v1

5S ]

]v2
wgen~v1 ,v2 ,vdp! D

v1

~77!

and

t̄ f 12sweep[2S ]

]vdp
wgen~v1 ,v2 ,vdp! D

v2

52
1

2 S ]

]v1
wgen~v1 ,v2 ,vdp! D

v2

, ~78!

where wgen(v1 ,v2 ,vdp) is the approximate phase of the
generator-site component of the steady state DPOAE.

The phase derivativet̄ f 22sweepis usually associated with
the shortest latency 2f 12 f 2 DPOAE component for the ex-
perimental conditions~steady statef 1 primary, pulsed-f 2 pri-
mary! assumed in this paper. The phase derivativet̄ f 12sweep

is associated with the case in which the roles off 1 and f 2 are
interchanged.

If the approximate expression,

wgen~v1 ,v2 ,vdp!52E
0

x̂~v2!
dx@2k~x,v1!

2k~x,v2!1k~x,vdp!#, ~79!

obtained from Eqs.~2! through ~14!, is used for the steady
state DPOAE phase whenRa50, it follows that

t̄ f 22sweep5F ]

]v2
wgen~v1 ,v2 ,vdp!G

v1

'
2

kvv2
k~ x̂~v2!,v1!1

2v1k~ x̂~v2!,vdp!

kvv2vdp

'
4v1k0

kvv2
2 , ~80!

and

t̄ f 12sweep52
1

2 F ]

]v1
wgen~v1 ,v2 ,vdp!G

v2

'
2k0

kvv2
~81!

from an analysis based on the assumption of approximate
scale invariance which largely parallels the calculations de-
scribed by Eqs.~68!–~76!. It is thus seen thatt̄ f 22sweep@see
Eq. ~80!# is substantially different from the physical time
delay, t̄nl @see Eq.~76!#, even though both delays do have
the property of decreasing with increasingv2 ~for fixed v1).

It is interesting to note that the approximate expressions
obtained fort̄ f 12sweepand t̄ f 22sweepimply that

t̄ f 22sweep

t̄ f 12sweep
'

2v1

v2
, ~82!

a result that may be useful in interpreting the experimental
finding ~e.g., Kimberleyet al., 1993; O’Mahoney and Kemp,
1995; Moulin and Kemp, 1996a, b; Bowmanet al., 1997,
1998; Schneideret al., 1999!; and references cited therein!
that f 22sweep group delays tend to be larger thanf 12sweep
delays. It should be stressed that in obtaining this result, the
contribution to the phase fromDsm(x,v2) in Eq. ~4! has
been neglected.5 This contribution is connected with the so-
called ‘‘filter build-up time,’’ which Bowmanet al. ~1998!
associate with theentire difference betweent̄ f 22sweep and
t̄ f 12sweep. The various issues concerning the phase deriva-
tives in relation to the filter build-up time and the physical
time delays in pulsed DPOAEs, and comparisons of relations
such as Eq.~82! with results derived from experimental data,
will be addressed more carefully and extensively in another
paper.

It is also instructive to compare the latencies from Eqs.
~80! and~81! to the latency associated with the travel time of
a wave packet of frequencyv2 from the base to its tonotopic
position, x̂2 . The travel time of a traveling wave of fre-
quencyv from the base tox̂(v) can be evaluated using the
assumption of scale invariance@see, e.g., Talmadgeet al.
~1998!#,

t̂~v!5E
0

x̂~v!
dx8

]k~x8,v!

]v

>
1

kvv E
0

x̂~v!
dx8

]k~x8,v!

]x8
5

k̂

kvv
, ~83!

so that t̂25 k̂/kvv2 . From swept2f 1 measurements@Tal-
madgeet al. ~1998!#, k̂'3.6k0 , which gives

t̄ f 12sweep'0.6t̂2 , t̄ f 22sweep'1.1
v1

v2
t̂2 ,

~84!
t̄fixed-ratio'0, t̄gen'1.3t̂2 ,

where the group delay for sweeping 2f 12 f 2 while fixing the
ratio f 2 / f 1 ~i.e., the ‘‘fixed-ratio’’ paradigm! has also been
included for comparison. None of the conventional delays
correspond tot̂2 , although t̄ f 22sweep't̂2 for v2 /v1>1.2.
An important implication of this result is that the measured
t̄ f 22sweepgroup delay should be a function ofv2 /v1 .

An even larger problem is encountered in attempting to
associate the group delay witht̂2 when the DPOAE reflec-
tion site component is either comparable or dominant. As
was discussed in Talmadgeet al. ~1999!, the presence of two
DPOAE components with different phase dependencies on
the frequencies involved implies that there will be a group
delay fine structure, which will in general either strongly
correlate with or anti-correlate with the level fine structure.
When significant group delay fine structure is present, in
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terms of group delays for wave packet travel between the
cochlear base and the DP generation region is clearly prob-
lematic.

The ‘‘worst case’’ scenario is when the reflection site
component is dominant. For this case, the equivalent group
delays can be computed using the phase equation corre-
sponding to Eq.~79!:

w refl~v1 ,v2 ,vdp!52E
0

x̂~v2!
dx@2k~x,v1!2k~x,v2!

2k~x,vdp!#2
2k̂

kv
logS vdp

v0c
D , ~85!

where w refl(v1 ,v2 ,vdp) is the approximate phase of the
reflection-site component of the steady state DPOAE and the
(2k̂/kv)log(vdp/v0c) term is the approximate phase shift due
to the reflection of the DPOAE from its best place~e.g.,
Shera and Zweig, 1993; Zweig and Shera, 1995; see also
Talmadge and Tubis, 1993; Talmadgeet al., 1998!. The
group delays associated with Eq.~85! are

t̄@refl# f 12sweep5t̄@refl] f 22sweep

5 t̄[refl#fixed-ratio5
2k̂

kvvdp
52t̂dp , ~86!

where Eq.~83! has been used in obtaining this result.
Finally, if t̂2 can be measured via some other means

~such as TEOAE measurements!, then, sincek̂ is known
from measurements of the spacing of fine structure, the re-
maining uncertain parameterk0 can be determined:

k0'S t̄gen

t̂2
21D k̂. ~87!

The inter-relationship given between the various parameters
of the cochlear model, which result from comparing different
OAE fine structures and different DPOAE paradigms, may
provide an important test of the theoretical framework given
in Talmadgeet al. ~1998! as utilized here, as the cochlear
models and theoretical formalism continue to be refined and
as the experimental data continue to improve.

V. SUMMARY AND CONCLUSIONS

Approximate expressions@Eqs.~54! and~61!# have been
derived for the explicit time dependence of the 2f 12 f 2

DPOAE under conditions of a steady statef 1 primary and an
f 2 primary which is turned on and off. The approximations
made were sufficient to allow the evaluation of the Fourier
integral for the time dependence by use of the calculus of
residues. Major simplifications were introduced by the ne-
glect of the complications from~1! branch cuts associated
with the v28 dependence in Eqs.~10!–~12!, ~2! time-delayed
stiffness terms in the determination of the complexv28 zeroes
of Dsm(x,v28), and~3! the continuous character~x dependen-
cies! of the latencies of the various group delay terms~see
Sec. II B!.

On the basis of some general notions about group veloc-
ity and group delay~e.g., Lighthill, 1978!, most of the tem-
poral details of the simplified expressions could, of course,

have been written down intuitively. The fact that the charac-
teristic time for the transient build-up~or decay! of the
DPOAE components of various latencies is 2/g0 is also ex-
pected on the basis of the well-known dynamic properties of
simple damped harmonic oscillators. However, the behavior
of the envelope of the DPOAE transient, as determined by
this analysis, differs in important ways from that expected
from the harmonic oscillator model, as is illustrated by Fig. 1
and by Table I. As shown in this table, even the lowest order
~shortest latency! reflected DPOAE component differs sig-
nificantly from that expected on the basis of the harmonic
oscillator model.

Most of the transient DPOAE phenomenology illus-
trated by Fig. 2 have been experimentally observed and re-
ported on in Talmadgeet al. ~1999!. Included in that paper
are measurements in which the reflected components are
modified by the placement of an external suppressing tone
near in frequency to the DPOAE. In this way, the relative
levels of the DPOAEs can be modified. When this is done,
the pulsed DPOAE level and phase vary in a manner which
is qualitatively consistent with the theory presented in this
paper.

A future direction of research will be to fit Eq.~64!
directly to experimental measurement. If the level of ap-
proximation given by this paper is sufficient, this method
could yield direct measurements of the values ofRaRb , Pl ,
and RaPr as a function of level, DPOAE frequency, and
primary frequency ratio, as well the effective damping factor
g0/2 and the various latencies,t̄gen,n and t̄ refl,n . Because the
measurements are based on measurements at a single
DPOAE frequency, the analysis of this class of data may be
more robust than methods based on measurement of the
steady state DPOAE behavior across frequency.

The exercise of determining the approximations that are
needed to to obtain these results is also useful in its own
right. In particular, it should prompt further investigations of
the extent to which the simple behaviors in Eqs.~54! and
~61! describe actual experimental data and/or the results of
time-domain cochlear model simulations. Some of the ex-
perimental implications of the results have already been ex-
plored in Talmadgeet al. ~1999!. It would also be interesting
to apply the formalism to more realistic two- and three-
dimensional cochlear models.
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APPENDIX A. FREQUENTLY USED SYMBOLS AND
THEIR MEANING

Mathematical symbols frequently used in this study and
their meaning are summarized below. For additional nota-
tional definitions, see also Talmadgeet al. ~1998!. In cases
for which the symbol has a defining equation, its correspond-
ing equation number is also included.

Operators

arg(z) phase ofz
uzu magnitude ofz
Â denotes a quantity evaluated at the ac-

tivity pattern maximum
Ã denotes that the quantityA contains a

random component
Ā denotes an effective value, usually as

the result of combining several more
fundamental quantities

Independent variables and physical quantities

f frequency with units of inverse
length.

P pressure
t time
x position along basilar membrane (x

50 corresponds to base!
l wavelength
v angular frequency (2p3 f )
w phase
F total or ‘‘unwrapped’’ phase
j linear displacement, also dimension-

less variable
e a positive infinitesimal

Constants

A1,2 steady state amplitudes of lower,
higher frequency primaries

eg nonlinear damping strength
f 1,2 frequencies of lower, higher fre-

quency primaries
f dp 2 f 121 f 2 ; frequency of DP under

consideration
k wave number~2p/l!, also used to sig-

nify quantities
k0 geometrical wave number constant

@see Talmadgeet al. ~1998!#
kv exponential constant for frequency

map
k̂ real part of wave number at activity

pattern maximum
Ton time of f 2 primary signal turn on
Toff time of f 2 primary signal turn off
v0c,1c exponential coefficient and offset of

frequency map

Functions

Q(x) Heaviside Theta function@Eq. ~18!#
en(j) truncated exponential series@Eq. ~57!#

Fn(j) DPOAE transient function for af 2

primary turned on att50 @Eq. ~57!#
En(t,Ton,Toff) envelope function for a pulsed-f 2 pri-

mary @Eq. ~63!#
W0(v) the Wronskian ofc r ,l(x,v) @W0(v)

5c r(x,v)c l8(x,v)
2c r8(x,v)c l(x,v)#

Pressure

Pdr
ss(t) steady state ‘‘calibrated’’ driving

pressure@Eq. ~1!#
Pdr

on(t) a driving pressure that is turned on at
t50 @Eq. ~17!#

Pdr
off(t) a driving pressure that is turned off at

t50 @Eq. ~19!#
Pdp

ss(v1 ,v2 ,vdp) steady state DPOAE ear canal ampli-
tude @Eq. ~2!#

Pdp
on(t) ear canal DPOAE level associated

with a turn on of thef 2 primary at t
50 @Eq. ~20!#

Pdp
off(t) ear canal DPOAE level associated

with a turn off of thef 2 primary att
50 @Eq. ~59!#

Pdp
gen(t) ear canal DPOAE level associated

with a turn on of thef 2 primary at t
50, for the initial basally moving
component that was directly transmit-
ted to the ear canal@Eq. ~43!#

Pdp
refl(t) ear canal DPOAE level associated

with a turn on of thef 2 primary at t
50, for the initial apically moving
component that was reflected at its
best place, and then transmitted to the
ear canal@Eq. ~45!#

Pl(v1 ,v2 ,vdp) ear canal DPOAE amplitude due to an
initially generated basally moving DP
component@Eq. ~3!#

Ra(vdp)
3Pr(v1 ,v2 ,vdp) ear canal DPOAE amplitude due to an

initially generated apically moving
DP component@Eq. ~3!#

Latencies

t(x,v) travel time of a wave packet of central
frequencyv from the base to position
x @Eq. ~26!#

t̂2(x) travel time of a wave packet of central
frequencyv2 from the base to posi-
tion x @Eq. ~25!#

t̂2 travel time of a wave packet of central
frequency v2 from the base to its
tonotopic location@Eq. ~33!#

t̂dp(x) travel time of a wave packet of central
frequencyvdp from the base to posi-
tion x @Eq. ~28!#

t̂dp travel time of anvdp wave packet of
central frequency from the base to its
tonotopic location@Eq. ~33!#
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t̄gen latency of the DPOAE transient re-
sponse associated with a change in the
f 2 signal component, for the DPOAE
component initially produced at the
generator site@Eq. ~31!#

t̄ refl latency of the DPOAE transient re-
sponse associated with a change in the
f 2 signal component, for the initial
apically moving DP component,
which is transmitted to the ear canal
after being reflected from the region
of the DP best place@Eq. ~32!#

t̄gen,n latency of the DPOAE transient re-
sponse associated with a change in the
f 2 signal component, for the initial
basally moving DP component, which
is transmitted to the ear canal after be-
ing multiply internally reflectedn
times @Eq. ~34!#

t̄ refl,n latency of the DPOAE transient re-
sponse associated with a change in the
f 2 signal component, for the initial
apically moving DP component,
which is transmitted to the ear canal
after being multiply internally re-
flectedn times @Eq. ~35!#

APPENDIX B. A PERTURBATIVE CALCULATION OF
THE 2f 1Àf 2 DISTORTION PRODUCT UNDER
STEADY STATE AND PULSED PRIMARY CONDITIONS
IN A SIMPLE OSCILLATOR MODEL

Consider a simple driven nonlinear oscillator described
by

ẍ1v0c
2 x1R0ẋ1R2x35 f ~ t !. ~B1!

In the case of a steady state forcing function,

f ~ t !5
A1

2
eiv1t1

A2

2
eiv2t1complex conjugate, ~B2!

the steady state response, to first order inR2 , is ~e.g., Nayfeh
and Mook, 1979!,

xsteady state~ t !5
A1

2

eiv1t

2v1
21v0c

2 1 iv1R0

1
A2

2

eiv2t

2v2
21v0c

2 1 iv2R0

1Adp~v1 ,v2!ei ~2v12v2!t

1complex conjugate, ~B3!

where

Adp~v1 ,v2!52
3

8
A1

2A2* R2

1

~2v1
21v0c

2 1 iv1R0!2~2v2
21v0c

2 1 iv2R0!*

1

~2~2v12v2!21v0c
2 1 iR~2v12v2!!

, ~B4!

the nonlinear contributions to thev1 andv2 components are
neglected, and where only thev1 , v2 , and 2v12v2 com-
ponents of the response are indicated.

Now consider the response to a force with a steady state
v1 component and a pulsedv2 one,

f ~ t !5
A1

2
eiv1t1Q~ t !

A2

2
eiv1t1complex conjugate

5
A1

2
eiv1t1

A2

2

1

2p i E2`

`

dv28
eiv28t

v282v22 i e

1complex conjugate. ~B5!

The perturbative response, to first order inR2 , is now given
by

x~ t !5
A1

2

eiv1t

~2v1
21v0c

2 1 iv1R0!
1

A2

2

1

2p i

3E
2`

`

dv28
eiv28t

i ~v282v22 i e!~2v28
21v0c

2 1 iv28R0!

1complex conjugate1xdp~ t !1... , ~B6!

where

xdp~ t !52
1

2p i E2`

`

dv28
ei ~2v12v28!tAdp~v1 ,v28!

~v282v22 i e!*

1...1complex conjugate. ~B7!

Equation ~B7! is the correspondent of Eq.~20! in the
case of the auditory periphery. The simple analytic structure
of Adp(v1 ,v2) allows an exact evaluation of the integral of
Eq. ~B7! by use of the calculus of residues. The evaluation
gives 0 for t,0 and the steady state response,
Adp(v1 ,v2)ei (2v12v2)t1complex conjugate, plus transient
terms fort.0.

1If the stimulation level is sufficiently low, the effects of nonlinearity can be
self-consistently expanded in a perturbative fashion, as was done by Tal-
madgeet al. ~1998! to first order in the perturbative expansion. This pro-
cedure linearizes the system of equations and in particular allows the direct
application of the Fourier method employed in this paper, for the effect of
a pulsed-f 2 primary on the 2f 12 f 2 DPOAE. As higher order nonlinear
effects are included, the relationship between the levels of the primaries
and the resulting level of the distortion product now depends on contribu-
tions from other frequency components of the cochlear response,~such as
3v1 ,3v2 ,...), which can no longer be neglected. In this case, the Fourier
method is in general still applicable, although its application becomes in-
creasingly more complex with increasing order of the perturbative expan-
sion. At sufficiently high stimulation levels, the perturbative solution fails
to converge, and another approach, such as that utilized by Kanis and de
Boer ~e.g., Kanis and de Boer, 1997! must be employed in order to relate
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the primary pressure levels to the resulting DPOAE pressure. In this limit,
the Fourier method utilized in this paper is no longer applicable.

2In practice, it is necessary to digitally filter the ear canal signal in order to
extract the DPOAE waveform. Typically this filter has a width no larger
than 300 Hz, which imposes a temporal smearing of the DPOAE waveform
on the order of 3 ms. Even at moderately low frequencies~e.g., f
51000 Hz), the delay associated with the slow stiffness feedback;1.75/
1000 Hz51.75 ms. Consequently, except at low frequencies, direct effects
of the stiffness feedback may be safely neglected, and the only effect of the
stiffness feedback term is to shift the place-frequency map and to modify
the effective value ofg0 .

3This identity can be derived by comparing Eqs.~17! and~19!, which gives

1

2pi E
2`

`

dv28S eiv28t

v282v22ie
2

eiv28t

v282v21ie
D5eiv2t@Q~t!112Q~t!#5eiv2t.

Comparison of the left- and right-hand sides of this equation gives

1

2pi È2`

dv28S eiv28t

v282v22ie
2

eiv28t

v282v21ie
D5E

2`

`

dv28e
iv28td~v282v2!.

An alternative way of proving this result is to note that

lim
e→01

1

2p i S 1

v282v22 i e
2

1

v282v21 i e D 5
1

p
lim

e→01

F e

e21~v282v2!2G
is a well known representation ofd(v282v2) ~e.g., Arfken and Weber,
1995, p. 83!.

4To understand this caveat, consider the leading terms in the expansion of
Eq. ~3! under the assumption thatuRau!1:

Pdp
ss5PlF11SPr

Pl
2RbDRa1...G.

This expansion follows from the fact thatuRbu<1, and the frequency de-
pendence of the various terms has been ignored for brevity. In this expan-
sion. Pdp

ss will be dominated by thePl and RaPr terms if uRbu,uPr /Pl u.
The effect ofuRbu.uPr /Pl u will be explored in a future paper.

5It might be suggested that neglect of the ‘‘filter build-up time’’ can be
justified only in a scale-invariant cochlear model. However, even in co-
chlear models with a significant scale-invariance violations~e.g., one which
has theQ of the activity pattern maximum varying from 15 at the base to 5
at the apex!, it turns out that the corresponding variations inDsm(x,v) are
still very small over the region of the activity pattern maximum, and can be
safely neglected.
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Distortion product otoacoustic emission test performance when
both 2 f1 – f2 and 2 f2 – f1 are used to predict auditory status
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The objective of this study was to determine whether distortion product otoacoustic emission
~DPOAE! test performance, defined as its ability to distinguish normal-hearing ears from those with
hearing loss, can be improved by examining response and noise amplitudes at 2f 1– f 2 and 2f 2– f 1

simultaneously. In addition, there was interest in knowing whether measurements at both DPs and
for several primary frequency pairs can be used in a multivariate analysis to further optimize test
performance. DPOAE and noise amplitudes were measured at 2f 1– f 2 and 2f 2– f 1 for 12 primary
levels ~L2 from 10 to 65 dB SPL in 5-dB steps! and 9 pairs of primary frequencies~0.5 to 8 kHz
in 1/2-octave steps!. All data were collected in a sound-treated room from 70 subjects with normal
hearing and 80 subjects with hearing loss. Subjects had normal middle-ear function at the time of
the DPOAE test, based on standard tympanometric measurements. Measurement-based stopping
rules were used such that the test terminated when the noise floor around the 2f 1– f 2 DP was<230
dB SPL or after 32 s of artifact-free averaging, whichever occurred first. Data were analyzed using
clinical decision theory in which relative operating characteristics~ROC! curves were constructed
and areas under the ROC curves were estimated. In addition, test performance was assessed by
selecting the criterion value that resulted in a sensitivity of 90% and determining the specificity at
that criterion value. Data were analyzed using traditional univariate comparisons, in which
predictions about auditory status were based only on data obtained whenf 25audiometric
frequency. In addition, multivariate analysis techniques were used to determine whether test
performance can be optimized by using many variables to predict auditory status. As expected,
DPOAEs were larger for 2f 1– f 2 compared to 2f 2– f 1 in subjects with normal hearing. However,
noise amplitudes were smaller for 2f 2– f 1 , but this effect was restricted to the lowestf 2

frequencies. A comparison of signal-to-noise ratios~SNR! within normal-hearing ears showed that
the 2 f 1– f 2 DP was more frequently characterized by larger SNRs compared to 2f 2– f 1 . However,
there were several subjects in whom 2f 2– f 1 produced a larger SNR. ROC curve areas and
specificities for a fixed sensitivity increased only slightly when data from both DPs were used to
predict auditory status. Multivariate analyses, in which the inputs included both DPs for several
primary frequency pairs surrounding each audiometric frequency, produced the highest areas and
specificities. Thus, DPOAE test performance was improved slightly by examining data at two DP
frequencies simultaneously. This improvement was achieved at no additional cost in terms of test
time. When measurements at both DPs were combined with data obtained for several primary
frequency pairs and then analyzed in a multivariate context, the best test performance was achieved.
Excellent test performance~ROC! curve areas.0.95% and specificities.92% at all frequencies,
including 500 Hz, were achieved for these conditions. Although the results described should be
validated on an independent set of data, they suggest that the accuracy with which DPOAE
measurements identify auditory status can be improved with multivariate analyses and
measurements at multiple DPs. ©2000 Acoustical Society of America.@S0001-4966~00!04204-1#

PACS numbers: 43.64.Jb@BLM #

INTRODUCTION

Distortion product otoacoustic emissions~DPOAEs! are
produced when two tones slightly different in frequency are
presented to ‘‘normally functioning’’ ears. In humans, the
most prominent DPOAE occurs at the 2f 1– f 2 cubic distor-
tion product. This distortion product occurs at a frequency
that is about 1/2 octave lower than the higher frequency (f 2)
of the primary frequency pair. It generally is accepted that

this distortion product is produced at a place close to where
f 2 is represented~e.g., Brown and Kemp, 1984; Harriset al.,
1992; Kummeret al., 1995; Gaskill and Brown, 1996!. Thus,
it is response amplitude at the 2f 1– f 2 frequency that typi-
cally is measured when DPOAEs are used to assess cochlear
function for thef 2 place. This means that cochlear status at
f 2 is predicted from response amplitudes at a lower fre-
quency, 2f 1– f 2 . DPOAEs must be resolved in a back-
ground of acoustic noise, whose energy increases as fre-
quency decreases~see, for example, Gorgaet al., 1993a!. For
some lower frequencies, especiallyf 2 frequencies<1 kHz, ita!Electronic mail: gorga@boystown.org
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is difficult to measure a response under routine conditions.
One reason for this occurrence is the increased noise levels
that typically are observed when DPOAEs are measured at
lower f 2 frequencies~e.g., Gorgaet al., 1993a!. Difficulties
in measuring DPOAEs for lowerf 2’s may be less a conse-
quence of differences in the amount of distortion produced
by the cochlea as frequency decreases. This higher noise
level and its influence on measurement reliability is, no
doubt, an important factor that contributes to the poorer
DPOAE test performance for lower frequencyf 2’s ~e.g.,
Martin et al., 1990; Gorgaet al., 1993a, 1993b, 1996, 1997;
Kim et al., 1996; Stoveret al., 1996; Dornet al., 1999!.

There are, however, several other distortion products
~DP! generated when two primary tones are presented to the
ear ~e.g., Brown and Kemp, 1985; Kemp and Brown, 1986;
Lonsbury-Martinet al., 1987!. In terms of absolute ampli-
tude, the component occurring at 2f 1– f 2 is the largest, fol-
lowed by the component at 2f 2– f 1 . The 2f 2– f 1 DP, al-
though smaller in amplitude compared to the 2f 1– f 2 DP,
occurs at a frequency that is approximately 1/2 octave above
f 1 . Thus, it occurs at a higher frequency where the noise
levels may be more favorable. Since this distortion product is
also generated at the same time as the 2f 1– f 2 DP no addi-
tional time or measurements would be necessary to evaluate
both DPs simultaneously. It is possible, therefore, to examine
response amplitudes and/or signal-to-noise ratios~SNR! at
both DPs simultaneously to determine auditory status. Poten-
tially, such an approach may improve test performance for
lower frequencies, where noise levels make it difficult to
measure DPOAEs at 2f 1– f 2 .

The actual generator site for 2f 2– f 1 , however, does not
appear to be the same as the site at which the 2f 1– f 2 DP is
generated. As a general rule, distortion products are gener-
ated at two places:~1! at the place where the primaries in-
teract, near the characteristic place~CP! of f 2 , and~2! at the
CP of each DP. Typically, one of these two places will domi-
nate in its contribution to the DPOAE. Recent data suggest
that these two distortion products~2 f 1– f 2 and 2f 2– f 1!
may differ as to which place provides the dominant contri-
bution to the DPOAE~e.g., Brown and Kemp, 1985; White-
headet al., 1996; Moulin and Kemp, 1996; Martinet al.,
1998; Schneideret al., 1999!. For example, Martinet al.
~1998!, using a suppression paradigm, provided data to sug-
gest that 2f 1– f 2 is primarily generated at a place that is on
the apical side but still very near thef 2 place, while 2f 2– f 1

is primarily generated at a place that is basal relative to the
f 2 place. These observations complicate the interpretation of
simultaneous measurements of both DPs relative to predic-
tions about outer hair-cell integrity~and, therefore, auditory
status! for different places along the cochlea. They suggest
that measurement of both DPs for a fixed set of primaries
may result in descriptions of cochlear function for slightly
different places.

On the other hand, DPOAEs and auditory status~di-
chotomously classified as either normal hearing or hearing
impaired! are related over wide frequency ranges~Dorn
et al., 1999! that exceed the spacing between the ‘‘genera-
tor’’ sites that are implicit in the work of Martinet al.
~1998!. If DPOAE measurements from distant regions have

predictive accuracy for a given audiometric frequency~Dorn
et al., 1999!, one would expect that even though 2f 2– f 1 and
2 f 1– f 2 are not generated at exactly the same place, the two
DPs would retain predictive value because their generators
still occur in close proximity to thef 2 place. Phenomenologi-
cally, information from both DPs might be used to predict
auditory status, recognizing that they may be generated from
slightly different places within the cochlea. There are several
reasons why this might be the case, including~1! alterations
in forward and reverse energy transmission through damaged
regions of the cochlea basal tof 2 , ~2! distributed generation
sites when two primary tones are presented to the ear, and/or
~3! correlations of auditory status across frequency~Dorn
et al., 1999!. While it may not be possible in humans to
determine which, if any, of these hypotheses account for in-
teractions across frequency, it still may be possible to exploit
these interactions in order to improve upon the accuracy with
which auditory status is predicted.

The purpose of this study was to determine if simulta-
neous measurements of 2f 1– f 2 and 2f 2– f 1 could be used
to improve the accuracy with which DPOAEs predict audi-
tory status. To this end, DPOAEs were measured in a group
of normal-hearing and hearing-impaired subjects. These
measurements were made over a wide range of levels in
order to determine if information at several levels and for
two DPs could be combined to improve upon how well au-
ditory status~normal hearing or hearing loss! is identified.
Additionally, the inclusion of two DPs was examined within
the context of univariate and multivariate analyses. This en-
abled us to assess test performance when both DPs were
considered for the same primary frequency pair and across
different primary pairs.

I. METHODS

A. Subjects

DPOAE data were collected on 70 adult subjects with
normal hearing and 80 adult subjects with hearing loss. Spe-
cial emphasis was placed on including hearing-impaired sub-
jects with at least low-frequency losses, given the hypothesis
that measurements at the 2f 2– f 1 DP would potentially im-
prove test performance more for low frequencies, compared
to high frequencies, where noise levels are already reduced.
For the purposes of subject selection, normal hearing was
defined as pure-tone audiometric thresholds of 10 dB HL or
better ~ANSI, 1996! for octave and interoctave frequencies
from 250 Hz to 8 kHz. This stringent criterion for normal
hearing was selected in the hope that this would increase the
likelihood of observing responses at 2f 2– f 1 . This hypoth-
esis was based on the view that the DP at 2f 2– f 1 was of
small amplitude, even among normal ears, and would be
difficult to resolve from the noise among ears if more ‘‘tra-
ditional’’ definitions of normal hearing~such as 20 dB HL!
were used. In addition, all subjects had normal middle-ear
function on the day of the DPOAE tests, as determined by
standard tympanometric measurements.
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B. Stimuli

DPOAEs were elicited by pairs of primary tones~f 1 and
f 2!, with f 2 / f 151.22. F2 varied from 500 Hz to 8 kHz in
1/2-octave steps, thus providing data at ninef 2 frequencies.
Data were collected in the form of DPOAE input/output
~I/O! functions. The level off 2 (L2) was varied from 10 to
65 dB SPL in 5-dB steps. The level of L1 was adjusted in
order to maximize response amplitudes for normal-hearing
subjects, following the work of Whiteheadet al. ~1995!, Jan-
ssenet al. ~1998!, and Kummeret al. ~1998!. Specifically,
there were no level differences for the highest levels of
stimulation. However, L2 decreased more rapidly than L1,
resulting in larger dB-differences between the two primaries
as level decreased.

C. DPOAE measurements

Custom-designed software~EMAV, Neely and Liu, 1993!
was used that is capable of simultaneously measuring both
2 f 1– f 2 and 2f 2– f 1 . Noise was estimated as the average
level in the three frequency bins above and the three fre-
quency bins below each distortion product, meaning that
noise estimates were specific to each DP. Measurement-
based stopping rules were used such that data collection ter-
minated if the noise floor around 2f 1– f 2 was <230 dB
SPL, or after 32 s of artifact-free averaging, whichever oc-
curred first. This rule was chosen to assure that none of the
present measurements was contaminated by system distor-
tion. All DPOAE data were obtained while the subject was
comfortably seated in a sound-treated booth.

D. Data analyses

Clinical decision theory was used to evaluate DPOAE
test performance~Swets, 1988; Swets and Pickett, 1982!.
Relative operating characteristic~ROC! curves were con-
structed and areas under these curves were estimated. ROC
curves are plots of hit rate~sensitivity! as a function of the
false-alarm rate~1 minus specificity!. They can be used to
describe the relation between these two variables for all val-
ues of a criterion measure~such as DPOAE amplitude or
SNR!. As a result, they provide complete descriptions of
how well a diagnostic test distinguishes between normal and
impaired systems. Area under the ROC curve provides a
single number summarizing diagnostic test performance. It
ranges from 0.5~chance! to 1.0 ~perfect performance!.

Test performance was also evaluated by examining
specificity for a fixed sensitivity. Specificity is the proportion
of the time that ears with normal hearing were correctly iden-
tified. Sensitivity is the proportion of time that ears with
hearing loss were correctly identified. For the purposes of
these analyses, sensitivity was fixed at 90% and specificity
was evaluated. For the present study, 90% was chosen be-
cause of the small number of hearing-impaired subjects~80!
and the reduced confidence in estimates from the tails of
underlying distributions. Using 90%, data from eight sub-
jects defined the ‘‘tail’’ of the distribution of responses from
impaired ears. Higher sensitivities, such as 95%, were not
used because the fewer number of subjects~four! would re-
sult in a less reliable estimate.

ROC curve areas and specificities for fixed sensitivities
also were evaluated using multivariate analysis techniques in
order to determine if the information from several primary
frequency pairs, at several primary levels, and for both DPs
can be combined in an optimal fashion to improve test per-
formance. For the purposes of this study, test performance
was defined as the test’s ability to accurately identify audi-
tory status. Auditory status was classified dichotomously as
normal or impaired, based on audiometric threshold.

II. RESULTS

A. Cumulative distributions of SNR for normal-
hearing subjects

Figure 1 shows DPOAE and noise amplitudes at
2 f 1– f 2 as a function of L2 for the 70 normal-hearing sub-
jects. Each panel shows data for a differentf 2 frequency.
Error bars represent61 standard deviation~s.d.! around the
mean. A number of observations may be made from the data
summarized in this figure. DPOAE amplitudes were slightly
lower for lower f 2’s, compared tof 2’s.1 kHz. In contrast,
noise amplitudes were lower for higherf 2 frequencies. In
fact, noise levels between220 and 235 dB SPL were
achieved oncef 2 was greater than 1.5 or 2.0 kHz.

Figure 2 shows similar DPOAE and noise amplitudes at
the 2 f 2– f 1 frequency. On average, the response amplitudes
were less at this DP, compared to the amplitudes observed at
2 f 1– f 2 . In addition, noise amplitudes were less forf 2’s at
and below 1 kHz, compared to the results for 2f 1– f 2 . Ex-
amining mean data only, however, one might conclude that
there is no advantage in considering both DPs because, in

FIG. 1. DPOAE and noise amplitudes~in dB SPL! for the 2 f 1– f 2 distor-
tion product as a function of L2 ~in dB SPL!. For each L2, L1 was chosen in
order to optimize the amplitude of the 2f 1– f 2 distortion product~White-
headet al., 1995; Janssenet al., 1998; Kummeret al., 1998!. Filled circles
represent mean DPOAE amplitude, and open circles represent mean noise
amplitudes. Error bars represent61 standard deviation. Data for a different
f 2 frequency are shown in each panel. These data were obtained in 70
subjects with normal hearing.
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spite of the reduced noise levels, the lower mean response
amplitudes result in small mean response-to-noise differ-
ences~SNRs! at the 2f 2– f 1 DP. However, averaging data
cross all 70 normal-hearing subjects potentially could ob-
scure individual cases in which the SNR was larger at
2 f 2– f 1 .

B. Differences in SNR across primary levels

Figure 3 shows the difference~in dB! between the SNR
at 2 f 1– f 2 and at 2f 2– f 1 as a function of primary level in
the 70 normal-hearing subjects. Each data point represents
the difference for an individual subject. Data for a different
f 2 is shown in each panel. A line is drawn at 0 dB to provide
a point of reference. Data points above this line indicate that
the SNR was larger at 2f 1– f 2 . Data points below it signify
that the SNR was larger for 2f 2– f 1 . While the majority of
data points falls above the line, there are points below the
line at every frequency. There are more points for which the
SNR was larger at 2f 2– f 1 for lower f 2’s and ~at some fre-
quencies! for lower primary levels. This suggests that, if
there is any advantage to examining data at these two DPs,
that advantage will be restricted to lowerf 2’s.

C. Area under the ROC curve

While the data reviewed thus far indicate that there may
be some advantage in examining DP and noise amplitudes at
2 f 1– f 2 and 2f 2– f 1 simultaneously, a direct test of the
clinical value of such a paradigm requires an examination of
data from both normal-hearing and hearing-impaired ears. In
the remainder of this paper, therefore, test performance is
explored by comparing responses from both normal and im-
paired ears. Test performance is described by the test’s abil-
ity to classify auditory status, and auditory status is defined

dichotomously as normal or impaired, based upon audiomet-
ric threshold. In the first analysis, DPOAE test performance
was evaluated when 2f 1– f 2 and/or 2f 2– f 1 were used to
determine auditory status in the sample of 70 normal-hearing
and 80 hearing-impaired subjects. While data were available
for a wide range of intensities, the best performance~either
largest areas under the ROC curves or highest specificities
for fixed sensitivities! were achieved when L2 was set to a
moderate level~55 dB SPL!. This finding is consistent with
previous observations indicating that moderate-level prima-
ries more accurately identify auditory status, compared to
either higher or lower primary levels~Stover et al., 1996;
Whiteheadet al., 1995!. The primary-level effect held re-
gardless of which DP was used to predict auditory status or
whether univariate or multivariate analyses were used. Thus,
the data summarized below are restricted to the condition
when L2555 dB SPL.

Figure 4 shows areas under the ROC curves (Aroc) as a
function of f 2 . The results for univariate analyses are shown
in the left panel, while the results from multivariate analyses
~logistic regressions! are shown in the right panel. In the left
panel, areas were calculated using either DP separately
~squares for 2f 1– f 2 ; circles for 2f 2– f 1!, or when the DP
having the largest SNR~triangles! was used to determine
auditory status. However, the analyses included DP data re-
stricted to the condition whenf 2 frequency5audiometric fre-
quency.

For these analyses, normal hearing was defined as a
threshold of 20 dB HL or better~ANSI, 1996!. Although our
initial normal-hearing group was defined based on a more
stringent criterion~10 dB HL or better for the DPOAE data
summarized in Figs. 1, 2, and 3!, a more traditional criterion
of 20 dB HL was used for test performance analyses. There

FIG. 2. DPOAE and noise amplitudes~in dB SPL! as a function of L2 ~in
dB SPL! for the 2 f 2– f 1 distortion product, following the same convention
used in Fig. 1.

FIG. 3. SNR (2f 1– f 2) minus the SNR (2f 2– f 1) in dB as a function of L2
~in dB SPL!. These dB differences were estimated for each of the 70
normal-hearing subjects individually. The horizontal line at 0 dB is drawn to
provide a reference. Points above the line signify that the SNR at 2f 1– f 2

was larger, while points below the line indicate that the SNR was larger at
2 f 2– f 1 . Data for a differentf 2 frequency are shown in each panel.

2131 2131J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 Gorga et al.: DPOAE test performance



were hearing-impaired subjects with thresholds.10 dB HL
but <20 dB HL at some frequencies who also had thresholds
.20 dB HL at other frequencies. Their data were included in
the ‘‘normal’’ group at those frequencies for which their
thresholds were<20 dB HL.

Without exception, largerAroc values were observed
when the experimental measure was restricted to the SNR at
2 f 1– f 2 , compared to when decisions about auditory status
were based solely on data at 2f 2– f 1 . However, there were
cases when largerAroc values were observed when the deci-
sion about auditory status was based on the largest SNR,
whether measured at 2f 1– f 2 or 2 f 2– f 1 . These increases in
Aroc were no more than 2% and were restricted to lowf 2’s
~500 Hz and perhaps 1 kHz!. There was no increase inAroc

for f 2’s at and above 1.5 kHz. This means that for higherf 2

frequencies, there was no improvement in test performance
when data from both DPs were considered simultaneously.

These data were analyzed next using multivariate statis-
tical techniques. Inputs to the multivariate analyses~see be-
low! were expressed in terms of dB SPL~DPOAE and noise
amplitudes!. Several approaches were followed when multi-
variate analyses~logistic regressions! were performed~right
panel, Fig. 4!. In the first, DP data at both 2f 1– f 2 and
2 f 2– f 1 were provided to the analyses for optimization;
however, data were provided only for the case whenf 2

frequency5audiometric frequency~squares!. A second mul-
tivariate analysis was performed, in which DP data were pro-
vided for threef 2 frequencies but only for the 2f 1– f 2 DP.
With the exception of 500 Hz and 8 kHz, thesef 2 frequen-
cies were selected such that one was equal to audiometric
frequency, and one each was from the 1/2 octave above and
below the audiometric frequency about which predictions
were being made. At 500 Hz, 2f 1– f 2 DP data were included
for f 2 frequencies of 500, 707, and 1000 Hz, while at 8 kHz,
2 f 1– f 2 DP data were included at 4, 6, and 8 kHz. The
selection of three ‘‘adjacent’’ frequencies was based on the
assumption that frequencies close to an individual audiomet-

ric frequency would hold the greatest value for predicting
auditory status at that frequency. In the final multivariate
analyses, the above two conditions were combined such that
data were included for both DPs~2 f 1– f 2 and 2f 2– f 1! and
three f 2 frequencies.

Logistic regressions resulted in larger increases in ROC
curve areas, compared to the results achieved by univariate
analyses. This result is consistent with previous observations
in which multivariate analyses were applied to DPOAE data
~Dornet al., 1999; Gorgaet al., 1999!. Recall that these mul-
tivariate analyses are designed to optimize the separation in
‘‘response properties’’ between normal and impaired ears.
This is accomplished by applying nonuniform weightings to
response and noise amplitudes. Improvements were evident
even when the inputs to these analyses included DPOAE
data~at both 2f 1– f 2 and 2f 2– f 1! that were restricted to the
single frequency about which predictions of auditory status
were being made~‘‘per frequency’’ in Fig. 4!. If data were
included from several frequencies but at only one DP
(2 f 1– f 2), further improvements were achieved. Including
data from severalf 2 frequencies and both DPs~2 f 1– f 2 and
2 f 2– f 1! provided small additional increases in ROC curve
areas~note the tips of triangles extending slightly above the
circles in the right panel of Fig. 4!. For this latter condition,
Aroc ranges from a low of about 0.96~500 Hz! to a high of
0.99 ~e.g., 3 kHz!.

D. Sensitivity and specificity

Figure 5 plots specificity~100%–false-alarm rate! as a
function of frequency when sensitivity~hit rate! was fixed at
90%. Results for univariate analyses are shown in the left
panel, and results for multivariate analyses are shown in the
right panel. The convention followed in Fig. 4 is also fol-
lowed in this figure. As expected from the univariate results
summarized in Fig. 4, specificities were highest for 2f 1– f 2

compared to 2f 2– f 1 ~left panel, Fig. 5!. However, at some

FIG. 4. Area under the ROC curve as a function of audiometric frequency~in kHz!. For the purposes of these analyses, normal hearing was defined as
thresholds of 20 dB HL or less. Data are shown only for the case when L2555 dB SPL. Left panel: results for univariate analyses in which predictions of
auditory status were based only on data obtained whenf 2 frequency5audiometric frequency. Squares, circles, and triangles represent the cases when the SNR
at 2 f 1– f 2 , 2 f 2– f 1 , or the DP with the largest SNR were used to predict auditory status. Right panel: results from multivariate analyses in which logistic
regressions were used to optimize predictions about auditory status. Squares represent the case when the inputs to the analyses were signal and noiseat both
2 f 1– f 2 and 2 f 2– f 1 when f 25audiometric frequency. Circles show the results when 2f 1– f 2 data in response to threef 2 frequencies were used to make the
prediction. Triangles show the results when signal and noise at both DP frequencies and for threef 2 frequencies were used to predict auditory status.
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frequencies, there was a slight increase in specificity when
the largest SNR or the SNR at 2f 2– f 1 was used to deter-
mine auditory status. This effect was restricted to lowerf 2’s.
There was no difference between test performance~in this
case, as defined by test specificity! for the largest SNR and
the SNR at 2f 1– f 2 once f 2 exceeded 1 kHz.

As expected from the results summarized in Fig. 4, mul-
tivariate analyses~right panel! resulted in higher specificities
compared to the univariate approach. This was evident for all
three multivariate analyses. The best performance was
achieved when the analyses included DPs at both 2f 1– f 2

and 2f 2– f 1 for three frequencies close to the frequency
about which auditory status was being predicted. Specifici-
ties exceeded 90% for all frequencies, including 500 Hz, a
frequency at which univariate analyses typically result in
poor performance~e.g., Gorgaet al., 1993a, 1993b; Stover
et al., 1996!.

III. DISCUSSION

At all f 2 frequencies, DPOAE amplitude was larger for
2 f 1– f 2 ~Fig. 1! compared to 2f 2– f 1 ~Fig. 2!. This is not an
unexpected finding, and is consistent with previous observa-
tions ~Knight and Kemp, 1999; Schneideret al., 1999!.
Noise levels, however, were lower for 2f 2– f 1 compared to
2 f 1– f 2 . This effect depended onf 2 , in that lower noise
levels were observed at 500, 707, and perhaps 1000 Hz, but
not at higher frequencies. The reduced noise levels at lower
frequencies are a consequence of the fact that noise was es-
timated around a DP that occurred abovef 2 , in contrast to
the case for 2f 1– f 2 , where noise is estimated around a DP
that is below f 1 . Noise in DPOAE measurements is pro-
duced primarily by the subject as a result of movement and
breathing. These noise sources tend to produce more low-
frequency energy. Thus, the observation that noise levels in-
crease as frequency decreases is expected.

The above comparisons between DPOAE and noise am-
plitudes for both DPs were based on average data among
subjects with normal hearing. While these data suggest that
there may be some small advantage in evaluating two
DPOAEs simultaneously, they may also mask the value of
such an approach for individual patients in whom more fa-
vorable SNRs might occur at the 2f 2– f 1 DP. For individual

patients, we were interested in knowing whether simulta-
neous measurements at 2f 1– f 2 and 2f 2– f 1 result in more
accurate predictions of auditory status. The results summa-
rized in Fig. 3 are more pertinent to this issue. In this analy-
sis, the SNRs for 2f 1– f 2 and 2f 2– f 1 were compared for
each normal-hearing subject. While the vast majority of
comparisons revealed larger SNRs for 2f 1– f 2 , there were
several cases in which larger SNRs were observed for
2 f 2– f 1 . This latter observation was more evident at lower
f 2 frequencies, compared to higherf 2’s, where larger SNRs
at 2 f 2– f 1 were uncommon. This occurs because any advan-
tage in measuring responses at the higher DP would be ex-
pected for the lower frequencies, where noise levels are
greater. At higher frequencies, noise levels are already low.
At some f 2’s, noise levels less than230 dB SPL were ob-
served~4, 6, and 8 kHz, Fig. 1!. For these higherf 2’s, shift-
ing the measurement of response to a frequency slightly
higher thanf 2 does not result in lower noise estimates.

In summary, SNRs sometimes were larger at 2f 2– f 1

compared to 2f 1– f 2 , but mainly for f 2’s at and below 1
kHz. For higherf 2’s, the SNR was greater at 2f 1– f 2 . Thus,
measurements at the higher DP (2f 2– f 1) had a favorable
influence on SNR because of the reduced levels of noise, but
only for lower frequencies. The concomitant reduction in
2 f 2– f 1 DP amplitude for higherf 2’s exceeded the reduction
in noise at these frequencies, resulting in poorer SNRs for
f 2’s above 1 kHz.

The frequency effect suggests that there might be some
limited value in considering data for the 2f 1– f 2 and the
2 f 2– f 1 DPs in efforts to improve measurement reliability
for lower frequencies. This, in turn, might be expected to
have a positive influence on test performance, presumably by
reducing the false positive rate. Under typical conditions, it
is difficult to measure DPs at low frequencies. ‘‘Absence’’ of
a response in normal ears might be a result of high noise
levels. Thus, an ear with normal hearing would be classified
as ‘‘impaired,’’ not necessarily because the ear did not pro-
duce a response, but because the response it produced could
not be measured because of high levels of background noise.
The fact that specificity increased slightly at lower frequen-
cies when both 2f 2– f 1 and 2f 1– f 2 were evaluated simul-
taneously supports this view. The observation of ROC curve

FIG. 5. Specificity~%! as a function of audiometric
frequency~kHz! when sensitivity was held constant at
90%. In all other respects, the conventions used in Fig.
4 apply here.
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areas that increased by small amounts at lower frequencies
also would be consistent with this view. Unfortunately, the
improvements in test performance were small~on the order
of 2% or less!, and were restricted tof 2’s below 1 kHz.
Thus, only slight test performance benefit was accrued by
examining two DPs. On the other hand, these improvements
come at no cost. That is, DPOAE measurements were taken
simultaneously at both 2f 2– f 1 and 2f 1– f 2 . No additional
test time was required to obtain data at an additional DP.
Algorithms could be designed in which both DPs are evalu-
ated simultaneously, and the one with the largest SNR is
used in the determination of auditory status.

The most compelling improvements in test performance
occurred when multivariate analyses were used to optimize
the prediction of normal or impaired auditory status. Both
area under the ROC curve and specificity for fixed sensitivi-
ties increased when data from multiple primary pairs were
used to predict auditory status at individual audiometric fre-
quencies~right panel, Figs. 4 and 5!. This result is consistent
with our previous observations when either DPOAEs~Dorn
et al.1999; Gorgaet al., 1999! or transient-evoked otoacous-
tic emissions~TEOAEs! ~Hussainet al., 1998! were used to
predict auditory status. This finding suggests that there is an
inter-relation among either DP measurements across fre-
quency or audiometric threshold across frequency. In either
case, these data suggest that logistic regressions were able to
exploit the inter-relation, whatever the source, to improve
test performance.

Having demonstrated that simultaneous measurements at
2 f 1– f 2 and 2f 2– f 1 can provide small improvements in test
performance at low frequencies with no cost, and that test
performance can be improved to a greater extent by using
multivariate analysis techniques, an important caveat must
be stated. Multivariate analysis techniques are designed to
optimize the separation between normal and impaired ears
on a dimensionless variable. This optimization is derived
from the data provided as input to the analyses, and thus,
could be idiosynchratic to this specific data set. The optimi-
zation may not be ideal for an independent set of data. Any
conclusion about the success of the logistic regression must
be tempered until the results are validated for an independent
data set. It is important to note, however, that the advantages
of multivariate analyses of OAE data have now been dem-
onstrated in several papers~Hussainet al., 1998; Dornet al.,
1999; Gorgaet al., 1999!, although one paper reports little
advantage from such techniques~Kimberley et al., 1994!.

There are two other considerations that may limit the
value of the present data set. Although data are reported for
70 normal-hearing and 80 hearing-impaired subjects~a rela-
tively large sample by most standards!, one must be cautious
when interpreting these results. For example, specificities
were evaluated when sensitivity was held constant at 90%.
By definition, the criterion that resulted in a sensitivity of
90% was failed by 90% of the subjects with hearing loss.
That also means that 10%~or eight! of the subjects with
hearing loss passed this criterion. While 90% sensitivity
might seem low under some clinical conditions, the smallN
and the increased variability on the ‘‘tails’’ of distributions
makes the use of higher sensitivities less reliable. Even so,

the specificities reported in Fig. 5 were based on a criterion
that was derived from a relatively small number of subjects.
We would have greater confidence in the conclusions from
this study if data were available from larger samples.

Additionally, the data reported in this paper were ob-
tained under laboratory conditions in cooperative adult sub-
jects. Most clinical OAE measurements are not made under
such controlled conditions. We expect that a proportion of
the patients seen clinically for OAE measurements are likely
to be less cooperative than the subjects participating in the
present study. Validation under clinical conditions in a more
diverse patient population would be useful.

Finally, in order to obtain measurements at two DPs
simultaneously, only one test paradigm could be used. The
paradigm used here~such asf 2/ f 1 and primary level differ-
ences! optimized the 2f 1– f 2 DP, not the 2f 2– f 1 DP.
Larger 2f 2– f 1 DPs would be expected for different 2f 2/ f 1

or primary levels~Knight and Kemp, 1999!. However, we
sought to enhance predictive accuracy by maintaining opti-
mum conditions for the 2f 1– f 2 DP, as this DP is generally
the largest in humans and its measurement is in common
clinical use.
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emissions and cochlear potentials
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Kainic acid ~KA ! is a potent glutamate analog that can temporarily or permanently damage
glutamatergic neurons. The purpose of the present study was to determine the short- and long-term
effects of KA on chicken otoacoustic emissions and cochlear potentials. A chronic electrode was
used to record the compound action potential~CAP!, cochlear microphonic~CM!, and the slow,
positive neural potential~SPNP!, a predominantly dc response. The CM, CAP, SPNP, and distortion
product otoacoustic emissions~DPOAEs! were recorded before and after infusing 10ml of a low
dose~KA-L, 0.3 mM! or high dose~KA-H, 5 mM! of KA into scala tympani. KA caused a rapid and
large reduction in CAP and SPNP amplitude in both the KA-H and KA-L groups; however, the CM
and DPOAEs were largely unchanged. The amplitude of the CAP and SPNP in the KA-L group
began to recover around 1 week post-KA, but was approximately 50% below normal at 4 weeks
post-KA. In contrast, the CAP and SPNP showed no signs of recovery in the KA-H group. The
results suggest that KA has no effect on the CM and DPOAEs generated by the hair cells, but
selectively damages the CAP generated by the cochlear ganglion neurons. The reduction in the
avian SPNP suggests that the response originates in the cochlear afferent neurons, unlike the
summating potential~SP! in mammals that is generated in hair cells. ©2000 Acoustical Society of
America.@S0001-4966~00!02704-1#

PACS numbers: 43.64.Nf, 43.64.Jb, 43.64.Pg@RDF#

INTRODUCTION

Excess glutamate or glutamate analogs, such as kainic
acid ~KA ! and alpha-amino-3-hydroxy-5-methyl-isoxazol-
propionic acid~AMPA!, can induce transient or permanent
excitotoxic damage to glutamatergic neurons in the periph-
eral and central nervous system~Choi and Rothman, 1990!.
In the mammalian ear, the type I afferent dendrites that syn-
apse on inner hair cells~IHCs! are selectively damaged by
excess glutamate, KA, and AMPA~Puelet al., 1991, 1994;
Pujol et al., 1985!. Although KA and AMPA cause massive
swelling of the type I afferent dendrites, little or no damage
is observed on IHCs, outer hair cells~OHCs!, or the efferent
and afferent neurons beneath OHCs~Gil-Loyzaga and Pujol,
1990; Pujolet al., 1985; Zhenget al., 1997b!. Similar patho-
logical features were observed in the afferent dendrites in the
organ of Corti after ischemia and acoustic trauma~Bohne,
1976; Pujolet al., 1990; Spoendlin, 1976!.

Acute application of KA or AMPA to the mammalian
cochlea caused a significant decrease or complete loss of the
compound action potential~CAP! and the auditory brainstem
response~ABR!. However, the cochlear microphonic~CM!
potential, endolymphatic potentials~EP!, summating poten-
tial ~SP!, crossed olivocochlear potential~COCP!, and dis-
tortion product otoacoustic emissions~DPOAEs! were essen-
tially unchanged~Bledsoeet al., 1981; Dolanet al., 1990;
Puelet al., 1991, 1994; Zhenget al., 1997b, 1996!. Interest-
ingly, KA caused an increase in SP amplitude at high inten-
sities whereas destruction of IHCs caused a significant reduc-

tion in SP amplitude~Durrant et al., 1998; Zhenget al.,
1997a!.

An acute exposure to KA has been shown to cause sig-
nificant loss~34%! of type I afferent neurons in young rats
~Juiz et al., 1989!. However, the amount of damage did not
increase significantly when the dose was increased from 5 to
40 mM. More recent studies suggest that KA- and AMPA-
induced excitotoxicity is reversible. The CAP and ABR com-
pletely recovered following treatment with AMPA or KA;
however, the brainstem response recovered more rapidly
than the CAP~d’Aldin et al., 1997; Puelet al., 1995; Pujol
et al., 1996; Zhenget al., 1997b, 1998!. Immediately after
KA and AMPA treatment, the afferent dendrites were se-
verely swollen and devoid of cytoplasmic content, but within
1–2 days regenerated afferent dendrites were present on
IHCs. Approximately 5–10 days later, the afferent dendrites
were almost normal~Puel et al., 1997; Pujolet al., 1996;
Zhenget al., 1997b, 1998!. These results indicate that mam-
malian type I afferent neurons can rapidly recover from ex-
citotoxic damage and regenerate by sprouting dendrites that
elongate and form functional synapses on IHCs.

Over the past decade, considerable interest has focused
on the ability of avian hair cells to regenerate following co-
chlear damage~Corwin and Cotanche, 1988; Ryals and
Rubel, 1988!. However, in order for hearing to recover, the
cochlear ganglion neurons must survive the ototraumatic in-
sult and form new synapses on the regenerated sensory cells
~Duckert and Rubel, 1990; Rubel, 1992!. Surprisingly, even
though most hair cells regenerate following acoustic over-
stimulation, a significant number of cochlear ganglion neu-
rons degenerate 30–90 days following overstimulation~Ry-
als et al., 1989!. Degeneration could occur because of
excitotoxic damage to the neurons or loss of neurotrophic
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factors from the hair cells~Ernfors et al., 1995; Lefebvre
et al., 1994!.

Recently, we examined the acute excitotoxic effects of
KA treatment on the avian inner ear and found a highly
selective pattern of neuronal damage in the apical 70% of the
basilar papilla~Shero et al., 1998!. KA treatment caused
massive swelling and loss of cytoplasmic content in the af-
ferent terminals beneath the tall hair cells located near the
neural edge of the papilla. No damage was seen in the neu-
ropil beneath the short hair cells that lie along the abneural
edge of the papilla. Hair-cell morphology was remarkably
normal except for some distortion of the basal pole of the tall
hair cells caused by the swollen afferent dendrites. These
acute morphological changes were similar to those seen in
mammals and suggested that avian cochlear afferent neurons
might regenerate and become functional. The purpose of the
present study was twofold. First, we wanted to determine
how selective KA damage affects the cochlear potentials and
otoacoustic emissions of the chicken’s inner ear. A major
difference found in this study was that the avian dc potential
originates postsynaptically, unlike the dc summating poten-
tial in mammals that originates in the hair cells. We refer to
the avian dc response as the slow positive neural potential
~SPNP!. Second, we wanted to determine if the physiological
changes were reversible, as reported in some physiological
studies with mammals~d’Aldin et al., 1997; Puelet al.,
1997; Zhenget al., 1997b!, or permanent, as suggested by
anatomical studies~Juiz et al., 1989; Ryalset al., 1989!.

I. METHODS

A. Subjects

Fourteen, female, white Leghorn chickens~Gallus do-
mesticus!, 5–6 months old and weighing between 1.0–1.5 kg
were used as subjects. The animals were anesthetized with
ketamine~100 mg/kg, i.m.! and xylazine~2 mg/kg, i.m.!.
With the aid of an operating microscope, the left middle-ear
space was opened from a posterolateral direction to expose
the basal end of the cochlea and the round window mem-
brane ~Salvi et al., 1994!. A ball-tip electrode made of
Teflon-coated silver wire was implanted in the upper bony
margin of the round window. The electrode wire was ce-
mented to the surface of the skull with dental cement. After-
wards, the anesthetized animal was moved to the test booth
where the CAP, SPNP, and CM were recorded to obtain
baseline amplitudes. After the measurements were com-
pleted, KA was infused into the cochlea. This was accom-
plished by making a tiny hole~,0.2 mm! in the posterolat-
eral wall of scala tympani. KA was infused into the cochlea
using a 34-gauge needle~World Precision Instruments, Mi-
crofil MF34G! coupled by tubing to a syringe pump~SAGE
Instruments, model 341 B! set to a flow rate of 0.17mL/s and
a total volume of 10mL. Immediately after the infusion, the
opening was sealed with bone wax, the hole in the middle
ear sealed with dental cement, and the wound closed. Six
chickens were perfused with a high dose of KA~KA-H !
consisting of 5 mM KA in Hank’s balanced salt solution
~HBSS! ~GIBCO!. Four chickens were perfused with a low
dose of KA~KA-L ! consisting of 0.3 mM KA in HBSS. Four

control animals received the identical procedures, but were
perfused only with HBSS. Afterward, the CAP, SP, CM, and
DPOAE were recorded at 0.5–1 h, 2 h, 1 day, and 1, 2, and
4 weeks post-KA treatment in the KA-H group and the con-
trol group. Because the DPOAE and CM were unaffected by
the high dose of KA, only the CAP was recorded from the
KA-L group in order to determine the degree of neural re-
covery.

B. CM, SPNP, CAP, and DPOAE

Prior to each recording session, the animals were anes-
thetized with ketamine and xylazine as described above.
Supplemental doses were administered as needed. The CAP,
SPNP, and CM were measured in a double-walled sound
booth~Industrial Acoustics Company, Inc.!. Acoustic stimuli
were generated digitally using a D/A converter~16 bits, 50
kHz! on a signal-processing board~Spectrum Signal Process-
ing, TMS320C25! in a personal computer. The output of the
D/A converter was low-pass filtered~TDK HFL 0030, 90-dB
rolloff between 20 and 24 kHz! and then led to a computer-
controlled attenuator~127.5 dB, 0.5-dB step size!, current
amplifier, and loudspeaker~Realistic 401197!. The speaker
was located approximately 25 cm directly in front of the
entrance of the ear canal.

Tone bursts~1-ms rise/fall, 2-ms duration, cosine gating,
alternating phase, 20/s, 0–80 dB SPL in 5-dB steps, 250,
500, 1000, 2000, and 4000 Hz! were used to elicit the CAP.
The output of the round window electrode was amplified
~10 0003!, filtered ~100–3000 Hz!, and then delivered to an
A/D converter on a signal-processing board~Spectrum Sig-
nal Processing, TMS320C25! in a computer. The response
was sampled at 50 kHz over a 10-ms interval and the re-
sponse was averaged to 200 stimulus presentations. The CAP
amplitude was measured from peak to peak~N1 to P1! ~Chen
et al., 1993!.

Tone bursts~3-ms rise/fall, 15-ms duration, cosine gat-
ing, alternating phase, 20/s, 20–85 dB SPL in 5-dB steps,
20/s, 250, 500, 1000, 2000, and 4000 Hz! were used to elicit
the SPNP. The output of the electrode was amplified
~50003!, filtered ~1–300 Hz!, and then delivered to the A/D
converter. The response was sampled at 50 kHz for 40 ms
and the average response was determined to 150 stimulus
presentations. The SPNP amplitude was measured as the
largest positive voltage 10–20 ms following stimulus onset
relative to the prestimulus baseline.

The CM was evoked by a 1000-ms continuous tone~0 to
90 dB SPL in 5-dB steps, 250, 500, 1000, 2000, and 4000
Hz!. The output of the electrode was amplified~20003!,
bandpass filtered~100–30 000 Hz!, low-pass filtered~TDK
HFL 0030, 90-dB rolloff from 20–24 kHz!, and delivered to
the 16-bit A/D converter on the signal-processing board in
the computer. The data were sampled at 70 kHz for 1000 ms
beginning 20 ms after stimulus onset. A discrete Fourier
transform was performed on the data to determine the CM
amplitude at the stimulus frequency~Blackman windowing
function, 1-Hz nominal spectral bandwidth! ~Powerset al.,
1995; Trautweinet al., 1996a!.

The procedures for measuring DPOAEs have been de-
scribed previously ~Froymovich et al., 1995; Trautwein
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et al., 1996b!. Briefly, stimuli were presented through a
closed acoustic system. The primary tones,f 1 and f 2, were
set at af 2/f 1 ratio of 1.2. DPOAE input/output functions
were measured atf 1 values of 500, 999, 2002, and 4000 Hz.
The levels of the primary tones, L1 and L2, were equal and
varied in 5-dB steps from 20 to 70 dB SPL. Stimuli were
generated by D/A converters~16 bits, 100 kHz! on two sepa-
rate signal-processing boards in a personal computer. The
output of each channel was low-pass filtered~rolloff 90 dB,
20–24 kHz! and then sent to a computer-controlled attenua-
tor, current amplifier, and sound source~Etymotic ER-2! that
was coupled through a narrow tube to the mouth of a low-
noise microphone~Etymotic ER10B!. The output of the mi-
crophone was low-pass filtered~14 kHz! and led to an A/D
converter ~16 bits, 31-kHz sampling rate! on a separate
signal-processing board in the computer. The microphone
output was sampled for 500 ms and a discrete Fourier analy-
sis ~nominal spectral bandwidth 2 Hz! was computed for
frequencies, f 1, f 2, 2 f 1 – f 2, and fn, where f n50.7
3(2 f 1 – f 2). Data samples containing measurement arti-
facts were rejected if the noise level atfn was 10 dB SPL or
greater.

The University Institutional Animal Care and Use Com-
mittee approved all of the procedures involving the care and
use of animals.

II. RESULTS

A. CM and DPOAEs

Figure 1 shows mean (n56) CM input–output~I/O!
functions at 500, 1000, 2000, and 4000 Hz in the KA-H

group. Measurements were obtained pre-KA, approximately
1 h post-KA and 4 weeks post-KA. The post-KA I/O func-
tions were nearly identical to pre-KA I/O functions. Figure 2
shows the mean (n56) DPOAE I/O functions atf 1 frequen-
cies of 500, 999, 2002, and 4000 Hz for the KA-H group.
Measurements were obtained pre- and post-KA. The pre-KA
DPOAE I/O functions were comparable to those for normal
chickens~Froymovichet al., 1995; Trautweinet al., 1996b!.
After the KA-H treatment, there was no reduction in DPOAE
amplitude and post-KA I/O functions were nearly identical
to the pre-KA functions. Since the CM and DPOAE I/O
functions were unchanged after the KA-H treatment, the CM
and DPOAE were not measured after the KA-I dose.

B. CAP and SPNP

Figure 3~A! shows a sample of CAP waveforms col-
lected at different intensities. Amplitude was measured from
the first large negative peak~N1! to the first large positive
peak~P1!. Figure 3~B! shows a series of SPNP waveforms
collected at different intensities. SPNP amplitude was mea-
sured from the baseline to the largest positive peak between
20–30 ms. Figures 4 and 5 show CAP I/O functions at 500,
1000, 2000, and 4000 Hz for the KA-H and KA-L group,
respectively. Measurements were obtained pre-KA, 30 min
post-KA, and 4 weeks post-KA. The CAP was almost com-
pletely abolished in the KA-H group 30 min post-KA except
for a small response at high stimulus levels. At 4 weeks
post-KA, the CAP amplitude was nearly the same as that
measured immediately after KA treatment, indicating no
long-term recovery. The amplitude of the CAP was signifi-

FIG. 1. Mean (n56) cochlear microphonic~CM! I/O functions at 500,
1000, 2000, and 4000 Hz in the kainic acid, high-dose~KA-H ! group. Mea-
surements obtained pre-KA, 1-h post-KA and 4 weeks post-KA as indicated
in inset. Upward vertical bars~pre-KA and 4 weeks post-KA! and down-
ward vertical bars~1 h post-KA! represent one standard deviation above or
below the mean values, respectively.

FIG. 2. Mean (n56) distortion product otoacoustic emission~DPOAE! I/O
functions at 500, 1000, 2000, and 4000 Hz in the KA-H group. Measure-
ments obtained pre-KA, 1 h post-KA and 4 weeks post-KA as indicated in
inset (f 2/f 151.2, L15L2!. Upward vertical bars~pre-KA and 4 weeks
post-KA! and downward vertical bars~1 h post-KA! represent one standard
deviation above or below the mean values, respectively.
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cantly reduced 30 min after the KA-L treatment. The ampli-
tude reduction after KA-L was almost as great as that seen
after KA-H. However, the CAP amplitude in the KA-L
group recovered substantially between 30 min and 4 weeks
post-KA. At 4 weeks post-KA, the maximum CAP ampli-
tudes were approximately 50% to 70% of the pre-KA ampli-
tudes.

Figure 6 shows the mean amplitude of the CAP~average
of 500, 1000, 2000, and 4000 Hz at 70 dB SPL! as a function
of time after applying KA-L, KA-H, or the carrier solution,

HBSS. The amplitude of the CAP decreased significantly in
both the KA-H (n56) and KA-L (n54) groups at 30 min
post-KA, whereas the CAP amplitude in the HBSS group
(n54) showed only a minor decrease. The CAP amplitude
in the KA-H group remained depressed out to 4 weeks post-
KA. To determine if there was any further recovery in the
KA-H group, one animal~E2! was tested at 8 weeks and 20
weeks post-KA. CAP amplitude in this animal was still de-
pressed at 20 weeks post-KA. The mean (n54) CAP ampli-
tude in the KA-L group remained depressed out to 1 week
post-KA, but recovered to slightly more than 50% of pre-KA
values between 2 and 4 weeks post-KA. One animal~E8!
was allowed to survive for 8 weeks post-KA to determine if
there was any further recovery in the KA-L group; however,
no further recovery was observed.

Figure 7 shows the mean (n56) SPNP I/O functions at

FIG. 3. ~A! Example of compound action potential~CAP! waveforms mea-
sured at different intensities. Amplitude measured from first large negative
peak to first large positive peak.~B! Example of slow positive negative
potential ~SPNP! waveform measured at different intensities. Amplitude
measured from baseline to largest positive peak between 20–30 ms.

FIG. 4. Mean (n56) compound action potential~CAP! I/O functions at
500, 1000, 2000, and 4000 Hz in the KA-H group. Measurements obtained
pre-KA, 30 min post-KA and 4 weeks post-KA as indicated in inset. Up-
ward vertical bars~pre-KA and 4 weeks post-KA! and downward vertical
bars ~1 h post-KA! represent one standard deviation above or below the
mean values, respectively.

FIG. 5. Mean (n54)CAP I/O functions at 500, 1000, 2000, and 4000 Hz in
the kainic acid-low dose~KA-L ! group. Measurements obtained pre-KA, 30
min post-KA and 4 weeks post-KA as indicated in inset. Upward vertical
bars~pre-KA and 4 weeks post-KA! and downward vertical bars~1 h post-
KA ! represent one standard deviation above or below the mean values,
respectively.

FIG. 6. Mean CAP amplitude~500, 1000, 2000, and 4000 Hz, 70 dB SPL!
as a function of time following treatment with KA-H (n56), KA-L ( n
54), and Hanks balance salt solution~HBSS! (n54). Vertical bars
represent6one standard deviation around the pre-KA mean values.
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500, 1000, 2000, and 4000 Hz in the KA-H group. Like the
CAP, the SPNP was also severely depressed at 45 min post-
KA. At 4 weeks post-KA, the SPNP amplitude was lower
than that recorded 45 min post-KA, particularly at 2000 and
4000 Hz. Figure 8 shows the mean amplitude of the SPNP
(n56, average of 500, 1000, 2000, and 4000 Hz at 70 dB
SPL! as a function of time after applying KA-H, KA-L, or
HBSS. The SPNP in the control group remained almost nor-
mal after the HBSS infusion. By contrast, the SPNP in the
KA-H group was almost abolished and showed no recovery
after 8 weeks (n51) and 20 weeks (n51) of recovery. The
SPNP showed a substantial decrease after the KA-L treat-
ment followed by a slow recovery. In the ear allowed to
recover up to 8 weeks post-KA, the SPNP amplitude showed
only partial recovery.

III. DISCUSSIONS

Our results show that KA abolishes the CAP response
originating in the cochlear ganglion, but it has little or no
effect on the CM and DPOAE that originate in the hair cells.
Thus, our physiological results suggest that KA damage is
postsynaptic to the hair cell. This interpretation is consistent
with our recent anatomical results from KA-treated chickens
that show that anatomical damage is restricted to postsynap-
tic structures ~Shero et al., 1998!. Our CM, CAP, and
DPOAE data are similar to those reported for mammals.
That is, the CM and DPOAE showed little or no change after
KA treatment, whereas the CAP was abolished or signifi-
cantly reduced in amplitude~Bledsoeet al., 1981; Zheng
et al., 1996!.

A major difference between birds and mammals is that
KA abolished the avian SPNP, the slow, positive dc re-
sponse. By contrast, KA had no effect on the mammalian SP
at low intensities~Zhenget al., 1997b!. In fact, KA damage
enhanced the mammalian SP at high intensities. Recent le-
sion studies in mammals suggest that the SP is generated
predominantly by the IHCs with the OHCs making a smaller
contribution ~Durrant et al., 1998; Zhenget al., 1997b!. In
contrast, the avian SPNP appears to be generated postsynap-
tically ~Patuzzi and Bull, 1991!, most likely in the afferent
dendrites. This interpretation is abased on the fact that the
SPNP is abolished by tetrodotoxin and has a latency longer
than the CM. Our previous anatomical data~Shero et al.,
1998! from KA-treated chickens plus the current results in-
dicate that the avian SPNP is generated in the afferent den-
drites. Thus, the avian SPNP does not behave like the mam-
malian SP, which is clearly generated by the hair cells.

An unexpected finding of the present study was the lack
of recovery of the CAP and SPNP following KA-H treatment
and the extremely prolonged and partial recovery in the
KA-L group. These results contrast markedly with the near
complete recovery of the mammalian CAP and evoked re-
sponse from the inferior colliculus~Puel et al., 1995; Pujol
et al., 1996; Zhenget al., 1997b, 1998!. In addition, the
mammalian, type I afferent dendrites beneath the IHCs re-
covered rapidly after KA and AMPA treatment.

The incomplete recovery of the CAP in the KA-H and
KA-L groups could be due to the degeneration of cochlear
ganglion neurons or the inability of surviving neurons to
form viable synaptic contacts with the hair cells. Excess KA
presumably leads to the influx of cations through voltage-
gated ion channels and the passive influx of Cl2 and water
that causes massive swelling of the dendrites and cell death if
these effects are severe or prolonged~Olney, 1986; Roth-
man, 1985!. Several different KA doses were utilized in our
preliminary studies to find ones that would abolish the CAP.
Since no recovery was seen after the KA-H dose, we suspect
that the cochlear ganglion neurons may have degenerated.
This hypothesis is currently under evaluation in our lab. The
KA-L dose used in the present study was just high enough to
abolish the CAP immediately after KA treatment; therefore,
we expected that the CAP would be transiently reduced and
then gradually recover. However, recovery from the KA-L
dose was slow and incomplete unlike the rapid and largely

FIG. 7. Mean (n56) SPNP I/O functions at 500, 1000, 2000, and 4000 Hz
in the KA-H group. Measurements obtained pre-KA, 45-min post-KA and 4
weeks post-KA as indicated in inset. Upward vertical bars~pre-KA and 4
weeks post-KA! and downward vertical bars~1 h post-KA! represent one
standard deviation above or below the mean values, respectively.

FIG. 8. Mean SPNP amplitude~500, 1000, 2000, and 4000 Hz 70 dB SPL!
as a function of time following treatment with KA-H (n56), KA-L ( n
54), and HBSS (n54). Vertical bars represent6one standard deviation
around the pre-KA mean values.
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reversible recovery seen in mammals~Puelet al., 1997; Pu-
jol et al., 1996; Zhenget al., 1997b!.

The lack of recovery of the chicken CAP is somewhat
puzzling because avian, cochlear afferent dendrites re-
establish synaptic contact with regenerated hair cells after
acoustic trauma and aminoglycoside ototoxicity~Corwin and
Cotanche, 1988; Duckert and Rubel, 1993; Rubel, 1992; Ry-
als and Rubel, 1988; Ryalset al., 1992!. Moreover, evoked
potential amplitudes and behavioral thresholds show signifi-
cant or complete recovery~Adler et al., 1993; Chenet al.,
1993; McFadden and Saunders, 1989; Saunderset al., 1995!.
One interpretation of these results is that acoustic trauma and
aminoglycoside ototoxicity cause little or no permanent dam-
age to the cochlear ganglion neurons. However, this interpre-
tation conflicts with anatomical studies showing that a sig-
nificant number of cochlear ganglion neurons degenerate
several months after acoustic overstimulation despite the fact
that most hair cells regenerate~Ryalset al., 1989!. The loss
of cochlear ganglion neurons could conceivably account for
the partial recovery of CAP amplitude seen many months
following aminoglycoside treatment~Chen et al., 1993!.
However, small to moderate loss of cochlear ganglion neu-
rons is likely to have little effect on threshold~Schuknecht
and Woellner, 1953; Wanget al., 1997!.

Recentin situ hybridization studies in mammals have
provided clues regarding the molecular mechanisms in-
volved in regeneration of type-I afferent dendrites. Auditory
neurons contain mRNAs coding for the GluR2 and GluR3
subunits of the AMPA/kainate receptors, the NMDAR1 sub-
unit coding for NMDA receptors and the nGluR1 subunit
coding for the metabotropic receptor~Puel et al., 1995!.
AMPA-induced damage to spiral ganglion neurons resulted
in increased expression of mRNA coding for NMDAR1 and
mGluR1, whereas no change was observed for mRNA cod-
ing for GluR2 and GluR3. The up-regulation of NMDAR1
and mGluR1 reached a maximum 1 day post-treatment and
returned to baseline 3 days post-AMPA. These results are
consistent with earlier studies and suggest that NMDAR1
and mGluR1 play an important role in synaptogenesis, neural
plasticity, and repair of excitotoxic damage~Burgoyneet al.,
1993; Chenet al., 1988; Cline, 1991; Horiet al., 1991; Kalb
et al., 1992; Komuro and Rakic, 1993; Mayatet al., 1994a,
1994b; Serenet al., 1989!. The delayed and incomplete re-
covery observed in the avian ear may reflect fundamental
differences in glutamate receptor subtypes or the level of
expression following excitotoxic damage. Future studies
aimed at elucidating the type of glutamate receptors present
in avian cochlear ganglion neurons could provide a more
complete understanding of the neural regeneration process in
the avian ear.
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Rate-versus-intensity functions recorded from mammalian auditory-nerve fibers have been shown to
form a continuum of shapes, ranging from saturating to straight and correlating well with
spontaneous rate and sensitivity. These variations are believed to be a consequence of the interaction
between the sensitivity of the hair-cell afferent synapse and the nonlinear, compressive growth of
the cochlear amplifier that enhances mechanical vibrations on the basilar membrane. Little is
known, however, about the cochlear amplifier in other vertebrate species. Rate-intensity functions
were recorded from auditory-nerve fibers in chicks of the emu, a member of the Ratites, a primitive
group of flightless birds that have poorly differentiated short and tall hair cells. Recorded data were
found to be well fitted by analytical functions which have previously been shown to represent well
the shapes of rate-intensity functions in guinea pigs. At the fibers’ most sensitive frequencies,
rate-intensity functions were almost exclusively of the sloping~80.9%! or straight~18.6%! type.
Flat-saturating functions, the most common type in the mammal, represented only about 0.5% of the
total in the emu. Below the best frequency of each fiber, the rate-intensity functions tended more
towards the flat-saturating type, as is the case in mammals; a similar but weaker trend was seen
above best frequency in most fibers, with only a small proportion~18%! showing the reverse trend.
The emu rate-intensity functions were accepted as supporting previous evidence for the existence of
a cochlear amplifier in birds, the conclusion was drawn further that the nonlinearity observed is
probably due to saturation of the hair-cell transduction mechanism. ©2000 Acoustical Society of
America.@S0001-4966~00!05903-8#

PACS numbers: 43.64.Pg, 43.64.Ri@RDF#

INTRODUCTION

Winter et al. ~1990! described three types of rate-
intensity ~RI! function in the auditory nerve of the guinea
pig: flat-saturating, sloping-saturating and straight. These
three shapes were strongly related to the threshold at the
fiber’s characteristic frequency~CF! and to its spontaneous
rate. Although these types actually represent a continuum, it
is convenient to deal with them as different types of RI func-
tion, in which the flat-saturating fibers have the lowest
thresholds and the highest spontaneous rates. Straight fibers
have the highest thresholds and the lowest spontaneous rates,
while sloping-saturating fibers are intermediate in both re-
spects. Based on these findings, Yateset al. ~1990! expanded
on a model previously proposed by Sachs and Abbas~1974!,
in which the known nonlinear characteristics of basilar-
membrane~BM! motion in the guinea pig explains the vari-
ety and the specific shapes of these RI function types both
qualitatively and quantitatively. Depending on their thresh-
old, each fiber is influenced by a different region of the
basilar-membrane level-dependent nonlinearity. Thus,
whereas the flat-saturating type of fiber reaches discharge
saturation before the basilar membrane reaches the break-
point in its slope, the straight fibers do not begin to raise their
discharge above the spontaneous level until this break-point

has been surpassed. In the intermediate case of sloping-
saturating fibers, the basilar-membrane break-point lies
somewhere within the range of sound-pressure levels~SPLs!
which causes an increase in the firing rate, and the RI func-
tion of the fiber thus shows a clear inflection at the level
where the basilar-membrane break-point is reached.

The mammalian system is characterized by a separation
of the amplification function performed by the outer hair
cells ~OHCs!, and the purely sensory function of the inner
hair cells~IHCs!. This independence means that the sensitiv-
ity of either cell type may be varied to alter the overall be-
havior of the system. Of importance to the present paper,
however, is the global nature of the mechanical amplification
in mammals, whereby OHCs act cooperatively to increase
the vibrations detected by the IHCs. It implies that all
IHCs—and their associated afferents—of a given CF in a
given animal should reflect some part of the same mechani-
cal input–output function. Differences in sensitivity of indi-
vidual OHCs should change the sensitivity of all IHC re-
sponses, whereas changes in IHC sensitivity or of the
afferent synapse will affect the segment of the BM input–
output function transduced by the unit between its threshold
and saturation. In birds, however, there is no evidence for
such a clear differentiation of function between amplification
and sensory transduction, and we might not necessarily ex-
pect the same characteristics of neural RI functions in birds
as we find in mammals.a!Electronic mail: gyates@cyllene.uwa.edu.au
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As yet, the evolutionary selection pressures that led to
differentiation of hair-cell form and innervation pattern in
the cochlea are not well understood, although such differen-
tiation presumably plays a key role in the hearing process
~Manley, 1995; Manley and Ko¨ppl, 1998!. Compared with
our knowledge of the mechanics of the mammalian organ of
Corti, the hearing organ of birds is poorly understood. It is,
however, known that birds have also developed specialized
hair-cell populations arranged across the width of the sen-
sory epithelium, which show similarities to those of mam-
mals ~Manley, 1990; Manleyet al., 1988, 1989!. It would
therefore be very interesting to know to what extent similar
phenomena occur in the excitatory micromechanical pro-
cesses that lie between the motion of the hair-cell epithelium
and the afferent fiber discharge. In particular, one major
question in the physiology of hearing is whether an active
process similar to that seen in mammals has been developed
in other groups and whether there are physiological indica-
tors for particular specializations of hair-cell populations. Is
a division of labor of the kind seen in mammals typical of
auditory papillae that show more than one type of hair cell
across their width? In such papillae, one hair-cell population
may, as in mammals, be specialized as reverse transducers
~Manley et al., 1989!.

In the pigeon, the basilar membrane has been shown to
support a traveling wave, but there are significant differences
from its mammalian homologue. Unlike in mammals, the
tuning of the mechanical response of the basilar membrane
~BM! is much broader than in the neural frequency-threshold
curves~FTCs!, suggesting the presence of an additional fil-
tering mechanism between the BM and the neuron. Also, the
input–output function of the pigeon BM appears to be linear
~Gummeret al., 1987!, again in sharp contrast with mam-
mals. Another interesting difference between birds and mam-
mals with respect to physiological correlates of cochlear me-
chanics is that, in birds, the most heavily afferently
innervated and most sensitive hair cells are often situated not
over the free basilar membrane but over the cartilagenous
neural limbus~Gleich, 1989; Smolderset al., 1995!. This
suggests that the stimulus for these bird hair cells is derived
through motion of the tectorial membrane, which may not be
closely linked to basilar-membrane motion~Manley, 1995!,
so that there may be significant differences in microme-
chanics between mammals and birds. Indeed, there is evi-
dence that in lizards, the mechanics of the BM play no sig-
nificant role in the frequency selectivity of sensitive neural
tuning ~Manley, 1990!.

There is evidence for an active process in birds: The
barn owl shows spontaneous otoacoustic emissions~SOAE;
Manley and Taschenberger, 1993; Taschenberger and Man-
ley, 1997!, and SOAE are commonly regarded as resulting
from hair-cell motility, a likely basis of the cochlear ampli-
fier ~Köppl, 1995!. Barn-owl SOAE have also been shown to
have the statistical properties associated with sinusoidal gen-
erators~van Dijk et al., 1996!. If the active process performs
the same function in birds as it does in mammals, i.e., in-
creases the sensitivity of the hair-cell system by increasing
the mechanical stimulus to their stereocilia, then it must do
so by a mechanism not directly involving the basilar mem-

brane itself. One might speculate that this could involve am-
plifying the vibration of the tectorial membrane~Manley,
1995! without a concomitant increase in basilar-membrane
vibration. In that case, the basilar membrane would simply
couple the initial stimulus to the hair cells, as is apparently
the case in lizards~Manley, 1990!. The characteristics of
such a cochlear amplifier may well be quite different from
those in mammals and might manifest themselves in differ-
ent behavior of the auditory-nerve recordings.

In order to further our understanding of these processes,
we have continued anatomical and physiological studies of a
series of bird species by looking at the emu, a representative
of a primitive group of flightless birds, the Ratites. The Ra-
tites are a monophyletic group of closely related species
~Cracraft, 1974, 1981; Hennig, 1983; Sibley and Ahlquist,
1981! whose anatomy shows a number of primitive and/or
neotenic features. The morphology of the inner ear of the
emu is more primitive than that of any bird so far investi-
gated~Fischer, 1994, 1998; Ko¨ppl et al., 1998!. In particular,
an unusually large percentage of the hair cells belongs to the
putatively primitive, tall type, and only a small percentage at
the abneural edge in the basal area shows the morphology of
typical short hair cells. Thus, it might be expected that any
physiological features attributable to specializations of short
hair cells would be weak or absent in this species. We have
previously reported the general physiological characteristics
of primary auditory-nerve fibers recorded in the cochlear
ganglion of emu chicks~Manley et al., 1997!.

In this paper, we analyze the characteristics of rate-
intensity ~RI! functions of emu single auditory afferents at
different stimulus frequencies and compare them with the
different RI types described in mammalian systems. We ask
whether there are different types of RI shape characteristics
in the emu chick, and whether there are resemblances to
functions in other species that might permit some speculation
on avian micromechanics. It is now widely accepted that
nonlinear saturation of the mammalian cochlear amplifier
mechanism manifests itself in the form of a compressive
input–output function on the BM~Rhode, 1971; Sellick
et al., 1982; Robleset al., 1986; Cooper and Rhode, 1992!.
This, in turn, is reflected in mammalian neural RI functions
~Sachs and Abbas, 1974; Winteret al., 1990; Yateset al.,
1990; Yates, 1990; Schoonhovenet al., 1997!. Since the in-
volvement of the BM as the link between the active process
in the OHCs and the sensory transduction stage in the IHCs
apparently does not have a parallel in the avian cochlea,
saturation of the cochlear amplifier in birds could occur with-
out concomitant nonlinearity involving the basilar mem-
brane.

I. METHODS

A. Subjects and surgical procedures

Experimental methods of data gathering have been de-
scribed in detail elsewhere~Manley et al., 1997! and will
therefore not be repeated in detail here. In summary, data
were collected from emu chicks~Dromaius novaehollan-
diae! ranging in age from 1 to 14 days post-hatching, after
anesthesia with pentobarbital~Nembutal, 30 mg/kg, i.m.! and

2144 2144J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 Yates et al.: Emu rate-intensity functions



chloral hydrate~Chlorthesin, 100–170 mg/kg, i.m.!. Mainte-
nance doses of 20–28 mg/kg pentobarbital and 60–120
mg/kg Chlorthesin per hour were given according to indi-
vidual need. The birds were artificially ventilated and held at
a rectal temperature of 38.560.5 °C using a heating pad with
thermostatic control. The cochlear ganglion was exposed us-
ing a dorsolateral approach, permitting access to the entire
length of the ganglion in some cases.

B. Stimulation and recording procedure

Recordings of nerve action potentials were made via
glass microelectrodes advanced using a custom-made motor
drive. Noise bursts were used as a search stimulus. All re-
cordings were made in a sound-attenuating booth. Stimuli for
data collection were tone bursts generated by a frequency
synthesizer~HP3325A! and a custom-built tone gate and at-
tenuator. Control over the experiments was by desktop com-
puter using custom software. In the majority of neurons, an
initial frequency-threshold curve~FTC! was recorded using a
threshold-hunting technique~Winter et al., 1990!. In all
cases, tone bursts were then presented, pseudo-randomly se-
lected from a rectangular matrix of frequency and intensity
combinations that included the characteristic frequency~CF!
and threshold sound intensity of the fiber. Each frequency-
intensity combination was presented a total of either ten
times for a small number of frequencies~typically three!, or
three times for a larger number of frequencies~typically 15–
30!. The action potentials were counted during the duration
of each stimulus~50 ms, repeated 3/s for ten-repeat data, and
5/s for three-repeat data!, and counts from repeated presen-
tations were averaged. Complete sets of ten repeats were
collected from 51 units and sets of three repeats from 157
units. The sound pressure was calibrated individually in all
animals and normalized to dBre 20 mPa ~dB SPL!.

Approval for the experiments was obtained from the
University of Western Australia’s Animal Experimentation
Ethics Committee, approval numbers 64/93/93 and 180/94/
94. The protocols also followed the guidelines of the Austra-
lian National Health and Medical Research Council.

C. Data analysis

For analysis, each file containing data on the responses
of a cell to one set of frequencies and SPLs was read into a
spreadsheet program~Microsoft EXCEL! and analyzed semi-

automatically using scripts written in the spreadsheet macro
language. The data were fitted with the following function
using a least-squares criterion, which has previously been
shown to represent well the RI functions of auditory-nerve
afferent fibers in guinea pig~Yates, 1990!, in the pigeon
~Richter et al., 1995!, and the barn owl~Köppl and Yates,
1999!:

d5F A3
~1/A421!

•p1/A4

A3
~1/A421!

1p~1/A421!GA4

, ~1!

R5A01
~A12A0!•d2

A2
21d2

, ~2!

whereR5mean firing rate in spikes/s,p5sound pressure~in
Pascals!, A05spontaneous firing rate,A15maximum firing
rate,A25value ofd which produces half-maximum increase
in firing rate; also the sound pressure which produces half
maximum increase in firing rate in a flat-saturating fiber,
A35sound-pressure break-point at which sloping saturation
begins, andA45exponent of the power-law slope of the
sloping-saturating region.

In the case of the guinea pig,d was understood to rep-
resent the basilar-membrane displacement in response to
sound pressure, but in the avian case its interpretation is still
open. Figure 1 shows the definition of parametersA0 to A3 in
diagrammatic form.

In previous studies, each RI curve for a given frequency
was fitted independently of the other frequencies, with fresh
estimates of all five parameters being obtained for each. This
leads to a minimum sum-of-squared residuals for each set of
RI data but also to significant variability of the parameters
across frequencies. In the present work we implemented a
different strategy in which we made the reasonable assump-
tion that the spontaneous rates for all frequencies and the
maximum firing rates for frequencies above the cycle-by-
cycle phase-locking limit will be the same in any one fiber.
The latter assumption was tested in several cases by compar-
ing fits with and without the assumption: the mean difference
across a single set of data was always close to zero. Even
where saturation is not evident in the experimental data, an
estimate of the saturation rate is inherent in Eqs.~1! and~2!.
We also assumed that the parameterA4 ~the compression
slope! is the same for any one fiber, an assumption without
justification other than that it produces convincing fits. Ac-

FIG. 1. Illustration of the definitions of four of the five parameters used in fitting Eqs.~1! and~2! to the observed rate-intensity data. The three panels show
the shapes of the fitted function for three different ratios ofA3/A2, representing~left! a flat-saturating fiber (A3/A2.3, or 9.5 dB!, ~middle! sloping saturating
~0.5, or26 dB,A3/A2,3 or 9.5 dB!, and~right! straight (A3/A2,0.5 or26 dB!. Values ofA3/A2 less than 0.4 can produce rate-intensity functions that
are actually concave upwards. The fifth parameter, not added here, controls the slope of the curve above the break-point.
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cordingly, each collection of RI data for a single fiber, rep-
resenting the RI functions for different frequencies, was pro-
cessed as a single set sharing the values forA0 , A1 , andA4 .

For frequencies above the range of phase locking~600
Hz!, only the parametersA2 and A3 were free to vary be-
tween frequencies. RI curves for low-frequency stimuli, i.e.,
below 600 Hz, appeared to saturate at a rate which varied
with stimulus frequency and which was usually, but not al-
ways, less than that for higher frequencies, an effect we at-
tribute to phase locking at these lower frequencies. It was for
this reason that we permitted the maximum firing rate param-
eter,A1 , to vary for frequencies at or below 600 Hz.

Since theA2 parameter represents the sensitivity of the
fiber, it may be used as a surrogate for threshold. In fact, the
threshold that would be estimated by our FTC program may
be determined from theA0 , A1 , andA2 parameters accord-
ing to the equation

pt5A2AR2A0

A12R
, ~3!

where R is the criterion rate. This equation holds true to
within 1 dB for all but the most extreme of the straight
functions. For our FTC program, where the criterion thresh-
old rate increase was approximately 20 spikes/s, Eq.~3! im-
plies that the FTC threshold is typically between 6 and 13 dB
below A2 , depending on spontaneous and maximum rates.
During the fitting procedure, a plot ofA2 and A3 against
stimulus frequency was maintained for comparison with the
FTC that had been determined separately for a subset of
neurons during the course of data collection.

For some fibers, RI functions were collected twice, once
with ten repetitions for a small number of frequencies~typi-
cally three!, and once with three repetitions for a larger num-
ber of frequencies. For statistical analysis, however, each
fiber is represented only once. If the data set with the ten
repetitions included the most sensitive frequency~as defined
by the set with three repetitions and many frequencies!, then
CF results were used from that set. If not, then the CF data
from the set with three repetitions were used. In the final
analysis, 188 sets of data were included.

D. Definition of RI types

It is important at this stage to clarify the definitions of
the various classifications of cell RI functions. We use a
criterion based solely on the quantitative analysis of each set
of data according to which a flat-saturating fiber is defined
not by the presence of a high-intensity rate saturation, but
rather by the absence of a break-point in the RI function
before saturation. In other words, both flat-saturating and
sloping-saturating fibers may approach a constant firing rate
at high intensities~Sachs and Abbas, 1974, introduced the
terms ‘‘flat-saturating’’ and ‘‘sloping-saturating’’ fibers!.
This classification in mammals may be related back to the
supposed origin of the break-point, namely the nonlinearity
of the cochlear amplifier. If the response range of the fiber
includes this nonlinear break-point, then it is classified as
sloping saturating even if it does subsequently saturate, be-
cause it will clearly show a break-point in the discharge-vs-

intensity behavior, i.e., it will show sloping-saturation behav-
ior. All fibers correctly classified as flat saturating will have
the same shape of the RI function and dynamic range, i.e.,
19.1 dB for 10%–90% of driven firing rate. This is a math-
ematical consequence of Eq.~2! ~see later!. Thus, if a fiber
has a dynamic range greater than this, its best fit will also
show a break-point in the slope and the fiber will not be
classified as flat saturating.

Quantitatively, we define a sloping-saturating fiber as
one in which the ratioA3 /A2 is less than 3, which is equiva-
lent to 9.5 dB @example shown in Fig. 1~B!#. For such
curves, the nonlinear break-point occurs in the region be-
tween threshold and saturation and is a distinct feature of the
response. Straight fibers are an extreme case of sloping satu-
ration @A3 /A2,0.5, example in Fig. 1~C!#. Such classifica-
tions are, of course, arbitrary, since the RI shapes form a
continuum. However, a careful visual comparison of the fits
with all experimental data indicated that they provided a
good description of the data. The purpose of the curve-fitting
procedures was twofold: first, to compare the data with de-
scriptions of rate-intensity functions which have previously
been shown to provide a good description of similar data in
the guinea pig~Yates et al., 1990! and second, to provide
objective estimates of the various parameters of interest in
this study.

II. RESULTS

The analysis in this paper was carried out on a subset of
the auditory afferent fibers whose general properties were
previously described~Manley et al., 1997!. The distribution
of the selected data in terms of the age of the animals and the
distribution of the CF thresholds andQ10 dB tuning selec-
tivity coefficients was very similar to the ranges of these
parameters in the whole data set. The only systematic bias
in the present data sample was a deliberate attempt to collect
sufficient RI data from high-frequency fibers. Thus, in the
data set of Manleyet al. ~1997!, fibers of CF below 1 kHz
made up almost two-thirds of the sample, whereas in the
present data sample such fibers made up only one-third of
the sample.

A. Fitted RI functions

The functions~1! and~2! were found to be an excellent
description of the RI data from the emu chick. The quality of
the fit was similar for frequencies below, at, and above CF,
and for fibers with RI functions of all types. In a few cases,
the fit was less than perfect around threshold, with the spon-
taneous rate appearing slightly depressed before threshold
and the rate rising slightly faster than predicted by the curve
of best fit. For most sets of data, however, this effect was
either absent or small and is presumed to be the phenomenon
of single-tone, or primary, suppression previously docu-
mented in birds~e.g., Hill et al., 1989a!.

Figure 2 shows six representative sets of data and their
corresponding fitted RI functions, covering the frequency
range from phase-locking frequencies up to a CF of 3.2 kHz.
In Fig. 2~a! all stimulus frequencies are in the phase-locking
range and consequently the maximum discharge rate was
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free to vary for all RI functions in this set. At 200 Hz, below
CF, the RI function is clearly flat saturating while all other
RI functions for this set are sloping saturating. The response
with the greatest degree of sloping saturation~the smallest
ratio of A3 /A2) is the CF response, while either side the
functions return closer to, but never become, flat saturating.
Figure 2~b! is from a fiber with a higher CF and, with in-
creasing frequency, shows a continuous progression of RI
type from flat saturating to almost straight, typical of the
mammalian pattern~Sachs and Abbas, 1974! but found in
only 18% of the emu fibers. The functions shown in Fig. 2~c!
are an extreme example of the sloping-saturating form for a
fiber with a CF of 1200 Hz. In this case,A3 was only 0.24
timesA2 at CF, resulting in a RI curve that is actually con-
cave upwards. Even the above-CF curve, at 1600 Hz is of the
same form, although less extreme. Only a few fibers of this
extreme shape were found. This concave-upwards form was
also seen occasionally in the guinea pig~Winter et al., 1990!
and is predicted by Eqs.~1! and~2! to occur wheneverA3 is
less than approximately 0.4 timesA2 . Figure 2~d! shows
another example of a continuous progression of RI type,
from flat saturating to almost straight. Figure 2~e! and~f! are
the more usual types, with flat-saturating functions well be-
low CF, gradually assuming a more sloping-saturating form
approaching CF and then tending back towards, but not
reaching, the flat-saturating type.

Figure 3 shows three more examples, each showing sig-
nificant saturation at least at one stimulus frequency. During
the curve-fitting procedure, these frequencies provide excel-
lent estimates for the saturation rate for all frequencies in the
set. In other cases, where no clear saturation is evident at any
frequency~the majority of fibers!, estimates of the saturation
rate are still inherent in the equations and their match to the
available data. For flat-saturating fibers and for sloping-
saturating functions below the sloping-saturation break-
point, the functions scale directly with driven rate
~maximum–spontaneous,A1–A0), so estimates of the maxi-
mum rate are available from all data points above the spon-
taneous rate.

Figure 4 shows a histogram of numbers of units grouped
by shape of RI curve (A3 /A2). Of a total of 188 fibers ana-
lyzed, 1 ~0.5%! was flat saturating at CF (A3 /A2

.59.5 dB), 152 ~80.9%! were sloping saturating (9.5

.A3 /A2.526 dB) and 35~18.6%! were straight or con-
cave upwards (A3 /A2,26 dB).

As for the sloping-saturating and straight classifications,
we found no significant differences between them in sponta-
neous rate, maximum rate, threshold, frequency selectivity
defined as theQ10 dB, CF, or dynamic range~Mann-Whitney
U-tests,p.0.05).

FIG. 2. Rate-vs-intensity functions re-
corded in six auditory-nerve fibers in
four emu chicks. Symbols show the
discharge rates as recorded; lines indi-
cate the respective best fit. CF is indi-
cated in each legend.
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B. Effectiveness of collective fitting of parameters

Since our technique of simultaneously fitting all data
from a single RI data matrix is new, some comment on its
effectiveness is necessary. Fitting single frequencies inde-
pendently~Yates, 1990! allows the maximum number of de-
grees of freedom but takes no account of known redundan-
cies in the parameters. Collective fitting, although reducing
the number of degrees of freedom, actually reduces the vari-
ability in fitted parameters, as demonstrated in Fig. 5. The
top panel of Fig. 5 shows values ofA2 and A3 estimated
from independent fitting of data for each frequency, plotted
against the corresponding frequency. Although clearly dis-
playing the general shape of a frequency-threshold curve
~compare with the threshold curve measured by the FTC

program!, there is a good deal of scatter. This may be com-
pared with the lower panel, where parameters obtained under
constrained fitting are similarly plotted. The frequency-
response characteristics are much smoother, demonstrating
that the constrained fitting procedure is effective. Since there
is nothing in the data or the fitting procedure to influence the
fitted parameters across frequencies~apart from the common
values ofA0 , A1 , andA4), we interpret the smoothing of the
frequency responses to be an indication that a better fit is
resulting.

C. Relationship between threshold and break-point

The tendency for all RI functions to be sloping saturat-
ing should be evident as a strong correlation between theA2

and A3 parameters when other factors are maintained con-
stant. To examine this, we plotted values ofA3 againstA2

for small groups of fibers of similar CF within individual
animals. Figure 6 shows sensitivity and break-point values
obtained from sets of RI functions and grouped according to
CF in four emu chicks. The relationship betweenA3 andA2

is nearly linear, with a slope close to unity. The grouping
according to CF was arbitrary, being chosen simply to pro-
vide a useful number of points in each set. The choice of
frequency ranges seemed to be irrelevant to the correlation
since each of the sets individually indicated the same trend.

The pooled data from all emu chicks are even more
convincing~Fig. 7!. Here, all 188 fibers from 16 chicks are
represented, without regard to their CF or threshold. Points
cluster tightly around a line of slope 1.096, with a correlation
coefficient of 0.946 (p,0.1%, n5188). Figure 6 also illus-
trates that, as previously shown by Manleyet al. ~1997!,
threshold improves somewhat during development, since the
points from the older chicks are grouped closer to the low-
threshold region of the graph.

FIG. 3. Rate-versus-intensity func-
tions for three fibers from the emu au-
ditory nerve. These examples illustrate
that the assumption that all RI func-
tions from the same fiber converge at a
common saturation discharge rate is
valid and does not distort the indi-
vidual fits. Note that this assumption
was only made for frequencies above
600 Hz; below that, the effect of phase
locking on discharge rate appeared
considerable~see the text!.

FIG. 4. Histogram showing number of cells in each range of the ratioA3 /A2

~at CF!. Bins are 2 units wide, except for the extreme end bins. Straight or
concave-upwards cells are to the left, sloping saturating in the middle, and
flat saturating to the right. For comparison, the curves shown in Fig. 1 are
for A3 /A2 values of19.5, 0, and26 dB, respectively.
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D. Tuning curves

SinceA2 may be taken as a surrogate for neural thresh-
old, plots ofA2 against frequency should be directly compa-
rable with frequency-threshold curves obtained from the
threshold-tracking program. Furthermore, given the param-

eters of the fitted curves, it is possible to calculate the SPL
that produced any given spike rate. In those data sets in
which we collected only three passes over each RI function,
we were able to acquire data for sufficient frequencies to
generate anA2-vs-frequency curve. Although the number of
passes was small, there were sufficient frequencies in each
file, and hence a sufficient number of data points overall, to
produce good estimates for all the parameters when collec-
tively fitted.

We verified theA2 tuning curves by direct comparison
with the independently measured frequency-threshold curves
~Manley et al., 1997!. Also shown in Fig. 5, along withA2

andA3 , are the actual FTC data determined experimentally
for the same fiber. The agreement is excellent over most of
the frequency range, with theA2 curve approximately 12 dB
above the threshold data, as expected~see Sec. I C!.

TheA3 curve closely follows theA2 curve in the vicinity
of the CF region, reflecting the fact that the shape of the RI
function varies little over that range. At the extremes, how-
ever,A3 rises aboveA2 as the curves are closer to flat satu-
rating on the low-frequency tail and, usually, above CF. It is
also instructive to plot the ratioA3 /A2 , which is another
indicator of RI shape. More importantly, however, this ratio
might be interpreted as the influence of the cochlear ampli-
fier, for if the gain of the amplifier were increased it would
appear in the RI functions as an extension of the low-
intensity region with a lesser effect on the higher SPL region,
thus lowering the value ofA3 ~Yates, 1990!. It is clear from
Fig. 8 that theA3 /A2 ratio is tuned, with its minimum value
centered approximately at the CF. This was a general find-
ing, but not universal. In almost every caseA3 /A2 fell as
frequency approached CF from above or below, but in some
fibers the sharp dip near CF and the subsequent rise was
missing.

FIG. 5. Comparison of fitted parameters plotted against stimulus frequency
for independent fits~top panel! and fits in which the spontaneous rate, maxi-
mum firing rate, and compression slope were held constant for all RI func-
tions in the data set~bottom!. Also shown is the threshold curve as deter-
mined independently by our FTC program. For clarity, we have used a
linear frequency scale in this plot.

FIG. 6. Four plots illustrating the
similarity among CF rate-intensity
shapes for a range of fibers in a single
emu chick. EachA3 , the SPL at which
the sloping-saturation break occurs, is
plotted againstA2 , a measure of neu-
ral sensitivity ~both at CF!. If the
shapes of the rate-intensity functions
were all the same and did not change
with sensitivity, then all points would
lie on a straight line. The data are di-
vided into CF ranges as shown in the
legends.
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E. Dynamic range

One of the more interesting features of sloping-
saturating and straight RI functions is that they are capable
of coding stimulus intensity over a much wider dynamic
range than are flat-saturating fibers. Since virtually all of the
fibers encountered in emu chicks were of this form, it is of
interest to investigate the spread of dynamic ranges at CF.
Dynamic range may be defined in several ways, but we
chose the difference between the SPLs required to produce
spikes rates of 10% and 90% of driven rate, i.e., maximum
rate minus spontaneous rate (A1–A0). Thus, we chose spike
rates ofA010•1(A12A0) and A010•9(A12A0) and cal-
culated the SPLs which produced these. This definition de-
pends only on the difference between maximum and mini-
mum firing rates and not on their particular values, and so
should be more easily comparable across studies. As the fits

were excellent descriptions of the data, we calculated the
dynamic ranges this way rather than estimate them directly
from the raw responses.

For flat-saturating fibers only, Eq.~2! may be inverted
analytically to find the SPL in terms of spike rate. This re-
veals a point that is often neglected in the interpretation of
RI-function fitting, that for all flat-saturating fibers, regard-
less of the parameters, the dynamic range is the same and is
numerically equal to 19.1 dB for the 10%–90% range~see
also Eatocket al., 1991!. For sloping-saturating data, how-
ever, the 90%-rate SPL must be estimated by interpolation,
since Eq.~2! is not easily inverted. For each of the 188 fibers
analyzed, the dynamic ranges were calculated by interpola-
tion ~Fig. 9!.

The numbers range from 19.1 dB for the flat-saturating
fiber up to very large values that occur because this method
of calculation extrapolates to stimulus intensities above the
actual observations. All our measurements terminated at ap-
proximately 100 dB SPL and in many cases the responses
were far from approaching asymptote, so that extrapolation
to the values estimated by the fitted curves results in esti-
mates for the upper limit to the dynamic range beyond our
maximum stimulus level. Restricting our calculation of dy-
namic range to the difference between the 10% SPL and the
maximum-applied stimulus SPL would lead to values which
are experimentally demonstrable, but which would certainly
underestimate many of the dynamic ranges.

Figure 9 shows dynamic range estimates for all fibers, as
calculated from the 10% SPL to the lesser of the calculated
90%-rate SPL and the maximum-applied SPL. Many points
scatter around and below a straight line with a negative
slope. Such a line is simply another demonstration that most
CF RI functions have very similar shapes, regardless of
threshold. As a consequence, many of them have the
maximum-applied SPL as their upper limit, while their lower
limit is the fiber’s threshold.

FIG. 7. Plot ofA3 as a function ofA2 for 188 CF rate-intensity functions
analyzed from 16 emu chicks. Data are divided into three age groups. The
dashed line marks the division between flat-saturating and sloping-saturating
fibers. Only one point falls above this line and therefore represents a flat-
saturating fiber.

FIG. 8. Frequency response curves for
A2 , A3 , andA3 /A2 for four different
fibers. All show the general shape of
the frequency-threshold curves, al-
though the ratioA3 /A2 is less sharply
tuned. Data forA3 have been omitted
when the estimated RI functions were
classified as flat saturating. The scale
for the A3 /A2 ratio is on the right of
each panel and is expanded relative to
the scale forA2 , A3 , which is on the
left.
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III. DISCUSSION

A. The significance of the RI shape

It has been shown previously that RI functions in the
guinea pig auditory nerve may be described well by Eqs.~1!
and~2!, regardless of threshold or stimulus frequency~Yates,
1990!. The particular form of these equations was originally
chosen somewhat arbitrarily, although there were guiding
principles. Equation~1! describes the spike rate of a fiber as
a function of the presumed input to its inner hair cell~IHC!
stereocilia. It describes a simple hyperbolic saturation in the
relationship between the square of stimulus intensity and the
spike rate, with the parameterA2 setting the intensity at
which the rate is reduced by 50% due to~presumed synaptic!
saturation. The square-law relationship between displace-
ment and rate of action-potential generation presumably re-
flects the square-law growth in the hair-cell dc receptor po-
tential as a function of SPL, as shown in mammals
~Goodmanet al., 1982; Patuzzi and Sellick, 1983!, supported
in the alligator lizard~Eatocket al., 1991! and expected from
theory. Equation~2! assumes a relationship between stimulus
intensity and mechanical input to the IHCs~which in mam-
mals would correspond to the basilar-membrane vibration
amplitude! which is initially linear for low intensities and
which then changes to a power-law growth at some intensity
defined byA3 . The transition is believed to be due to partial
saturation of the cochlear amplifier mechanism, in mammals
probably at the site of the outer hair cell~OHC! transduction
of mechanical vibration to electrical current. Thus, above
this break-point the amplifier gain is progressively reduced
as the stimulus strength increases, resulting in a nonlinear
region in the input–output function. Such a break-point is a
hallmark of the current concept of the cochlear amplifier
~Yates, 1990!.

In mammals, the cochlear amplifier is believed to act
through the basilar membrane~Rhode, 1971; Robleset al.,
1986; Sachs and Abbas, 1974; Sellicket al., 1982; Winter
et al., 1990!, which in turn drives the IHCs. Mammalian flat-
saturating fibers are believed to be more sensitive to basilar-
membrane vibration: they are driven over their full response

range by basilar-membrane displacements that are below the
saturation threshold of the cochlear amplifier. Sloping-
saturating fibers, in contrast, have sensitivities that span the
onset of basilar-membrane nonlinearity~Winter et al., 1990;
Yates, 1990!.

It is important to understand, however, that the sloping-
saturating form of RI function is not necessarily dependent
upon a nonlinear basilar-membrane response. It is simply a
consequence of saturation of a nonlinear element within a
positive feedback loop driving the sensory hair cells
~Zwicker, 1979; Mountainet al., 1983; Yates, 1990! and
other forms of cochlear amplifier should lead to similar RI
functions. Thus, it should not be surprising if species that
show a different development of the basilar-membrane–hair-
cell complex should show sloping-saturating growth of
auditory-nerve discharge rate without nonlinear basilar-
membrane motion. It might indicate that they have evolved
some other form of sensitivity-enhancing cochlear amplifier
process which does not include the basilar membrane. There
is considerable evidence that the most significant nonlinear
element in the mammalian cochlear amplifier is the~outer!
hair cell forward transduction channel~Patuzziet al., 1989;
Geisleret al., 1990!. This channel is a feature common to all
hair cells, and it is reasonable to expect that it may also be
the nonlinear element in other species’ hearing organs. Thus,
the typical form of the RI functions might indicate that the
common nonlinearity in the active process is the forward
transduction stage of the hair cell~Hudspeth, 1997!.

There is evidence for the existence of a cochlear ampli-
fier mechanism in birds~e.g., Manley, 1995!, but the form it
takes is unknown. In the avian cochlea, the hair cells are less
clearly differentiated into two types as compared with a
mammal. Instead, there is a continuous variation between a
short form that occurs abneurally and has little or no afferent
innervation, and a tall form that occurs neurally and always
has an afferent innervation~e.g., Fischer, 1994!. There may
well be a corresponding differentiation of role, as is the case
for the inner and outer hair cells of mammals, with the short
hair cells being specialized for electrical-to-mechanical
transduction~Manley, 1995!, but there is no evidence for
this. There is, however, no alternative to the mechanical-to-
electrical transduction, which still appears to be situated in
the stereocilia at the tops of hair cells. Thus, we expect this
transduction stage to play as important a role in the nonlin-
earity of the cochlear amplifier in birds as it does in mam-
mals.

B. Alternative explanations

We propose saturation of the cochlear amplifier as being
responsible for the sloping-saturating form of auditory-nerve
RI functions. There appear to us to be few alternatives. One
possibility might be the saturation of hair-cell dc receptor
potential, which might cause an abrupt change in the slope of
the RI curve. We reject this because~a! published evidence
shows that the receptor potential does not saturate until well
after the RI function break-point~Patuzzi and Sellick, 1983;
Goodmanet al., 1982; Eatocket al., 1991!, and ~b! such
saturation would not be expected to be frequency dependent
and so would not influence RI functions only near CF. A

FIG. 9. Scatter plot of dynamic range as a function of FTC threshold for 188
fibers at CF. Symbols show the range actually observed during data collec-
tion as defined in the text.
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global mechanism, such as a single effect operating on all
cells ~e.g., an inherent mechanical nonlinearity not associ-
ated with the cochlear amplifier! must also be ruled out,
since that would imply that all RI functions should show a
break-point at the same stimulus intensity instead of the very
wide range shown in the present data.

C. Tuned cochlear amplifier

In the majority of fibers examined, we found the shape
of the RI function, quantified as the ratioA3 /A2 , to follow a
bandpass characteristic, usually but not always centered on
the CF of the fiber. In general, we could say that the ratio
A3 /A2 was tuned approximately to the CF, but with a shal-
lower tip region. The significance of such tuning is not clear,
but since the shape of the RI function indicates the presence
of a cochlear amplifier, it might be inferred that theA3 /A2

tuning represents a frequency selectivity in the underlying
positive feedback loop~Yates, 1990!. Two observations sup-
port this view. First, tuning of the positive feedback is essen-
tial if the cochlear amplifier is to enhance the frequency se-
lectivity of the response. Second, the shape of the presumed
feedback tuning is clearly appropriate, in most cases, to pro-
ducing an enhancement at the CF since it would provide
greatest amplifier gain at that frequency. Further theoretical
work would be needed to confirm this.

D. Comparison with other birds

There are two further detailed studies of RI responses in
the avian auditory nerve, which used the same basic methods
of analysis employed in the present paper, on the pigeon
~Richteret al., 1995! and on the barn owl~Köppl and Yates,
1999!. Both agree with the important conclusions~1! that
avian RI data are well described by the mammalian model,
and ~2! that there is a fundamental and tight correlation be-
tween the sensitivity and the break-point in the individual
fibers’ RI function at CF. This important feature, with the
implications discussed below, is thus typical for birds. In the
barn owl, a clear variation of RI shape at frequencies off the
CF, similar to that shown here for the emu, was also docu-
mented. This further supports the conclusion that the under-
lying nonlinearity is restricted to frequencies around CF and
thus is present in the mechanical input to the hair cell, as
discussed in Sec. B above. Richteret al. ~1995! reported
lower maximum discharge rates below CF but no differences
in shape of the RI function for different stimulus frequencies.
The maximum CF they recorded, however, was 1414 Hz, so
in fact the CFs of most fibers and most below-CF responses
would have been in the range where phase locking occurs in
the pigeon~Hill et al., 1989b!. In the emu also, maximum
discharge rates for stimuli below approximately 600 Hz were
dependent upon the stimulus frequency@example in Fig.
2~a!; Manleyet al., 1997, their Fig. 10!. In addition, low-CF
fibers~,1–2 kHz! in the guinea pig also typically show little
variation in the shape of RI function across their response
range~Cooper and Yates, 1994!. We thus suggest that there
may be no fundamental discrepancy between the bird spe-
cies, but that a sample of RI functions from the pigeon at

higher frequencies might reveal the variation of RI shape
across frequency typically seen in emu and barn owl fibers.

A difference in detail between emu and barn owl is seen
in the frequency of occurrence of the different RI types.
While in both species the great majority of fibers~81% and
86%, respectively! showed responses of the sloping-
saturating type at CF, the remainder was typically of the
straight type in the emu, but of the flat-saturating type in the
owl. Interestingly, all the fibers with a flat-saturating re-
sponse in the owl were beyond the CF range of the emu
~.4.7 kHz!. A comparison with the pigeon is difficult, un-
fortunately, because of the different criteria used for classi-
fication. Richteret al. ~1995! found 37% of fibers ‘‘reached
saturation’’ and were classified as ‘‘saturating’’, but they fur-
ther state that dynamic ranges of such fibers ranged from 11
to 40 dB. Many RI functions of the sloping-saturating type
do in fact reach saturation but, as we stated earlier, the de-
fining characteristic of flat saturation is the absence of a clear
change in slope somewhere above threshold and below satu-
ration, not the mere presence of ultimate saturation. Further-
more, their definition of dynamic range was the difference
between the SPL for a 25% increase in rate above the spon-
taneous rate and the SPL to drive the cell to 80% of maxi-
mum. Without knowledge of spontaneous and maximum
rates for individual fibers, this cannot be compared with the
fibers we classified as flat saturating~which, according to our
criterion, always had a dynamic range of 19.1 dB!. Although
the exact proportions are thus not comparable, sloping satu-
ration was still the most frequent type in the pigeon, found in
50% of the fibers. Plontkeet al. ~1999! assessed changes in
some RI function characteristics occurring after hair-cell
damage and regeneration in young chickens. Although they
described the same three types of RI function, in this case
also their subjective classification does not permit a compari-
son of the proportions of RI types with the present data.

E. Comparison with mammals

When comparing the emu RI functions with the mam-
malian, clear similarities and differences are seen. First, for
both cases the RI functions are flat saturating for stimulus
frequencies well below CF and sloping saturating only for
near-CF and above. Second, the emu RI functions at CF,
and, indeed, those of other bird species investigated~Richter
et al., 1995; Köppl and Yates, 1999!, are mostly sloping
saturating, whereas in cat and guinea pig most are flat satu-
rating ~Liberman, 1978; Winteret al., 1990!. The type of RI
function shows no correlation with the fibers’ sensitivity in
birds, whereas in mammals, flat saturation is correlated with
lower thresholds and sloping saturation with higher thresh-
olds. Hence, there is a clear distinction between birds and
mammals in the relationship between threshold and RI
shape.

Another difference exists in the relationship between
threshold and the SPL at which the nonlinear break-point
occurs. In mammals, the break-point is the same for all fibers
of similar CF in any given animal~Müller and Robertson,
1991!, apparently because all IHCs at a particular site are
driven by the same BM vibration amplitude. In emu chicks,
in the pigeon~Richteret al., 1995!, and in the barn owl~Kö-
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ppl and Yates, 1999!, however, the break-point varied almost
directly with threshold and therefore varied over a wide
range of SPLs at a given CF. We interpret this as indicating
that, in birds, the cochlear amplifier is far more localized to a
single hair cell or a small group of hair cells.

There is clear anatomical evidence in the cat that the
distinctions between fiber RI types are correlated with the
different locations of synapses on the inner hair cells~Liber-
man, 1982!, of the cell bodies in the spiral ganglion~Kawase
and Liberman, 1992!, and with their different central projec-
tions ~Liberman, 1991, 1993!. Similar distinctions have re-
cently been reported in the guinea pig~Tsuji and Liberman,
1997!. If spontaneous activity is simply a sustained response
of sensitive synapses to standing currents in IHCs, then the
correlation between spontaneous rate and shape of the RI
function seen in mammals may simply indicate that the me-
chanical sensitivity is fixed and thus reflects the correlation
between synaptic sensitivity and shape of the RI function
~Yates, 1990, 1991!. In birds, the two hair-cell types are not
clearly differentiated and the large range of sensitivities is
likely to derive from fibers connected to different hair cells
within the same frequency range~Gleich, 1989; Smolders
et al., 1995!. This may be a consequence of localized effi-
cacy of the cochlear amplifier rather than having anything to
do with the synapses. If so, any correlation between sponta-
neous rate and shape of the RI function would not be ex-
pected, and, indeed, was not found for any of the birds
~Richteret al., 1995; Köppl and Yates, 1999; this study!.

IV. CONCLUSIONS

Sloping saturation in mammalian auditory-nerve fibers
has been taken as evidence of nonlinearity in the cochlear
amplifier that enhances the vibration amplitude of the basilar
membrane. We have found that most fibers recorded in the
emu auditory nerve are of the sloping-saturating type and we
suggest that this is evidence that a cochlear amplifier is op-
erating in the emu cochlea and that it is nonlinear is much
the same way as in the mammal. The major differences be-
tween the mammal and the emu may relate to the lack of
differentiation in the emu hair cells, whereby the separation
between amplification and detection is blurred. The cochlear
amplifier feed back loop does not seem to include the basilar
membrane in avian species, since the basilar membrane is
more broadly tuned than the nerve responses and appears to
be linear. It is more likely that amplified tuning in the bird is
related to micromechanical properties and that both the tun-
ing and the nonlinearity are more local to individual hair
cells than in the mammal. The uniting property, however, is
that the cochlear amplifier operates in the same way in both
to expand the dynamic range of hearing.
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The acoustic change complex~ACC! is a scalp-recorded negative–positive voltage swing elicited by
a change during an otherwise steady-state sound. The ACC was obtained from eight adults in
response to changes of amplitude and/or spectral envelope at the temporal center of a three-formant
synthetic vowel lasting 800 ms. In the absence of spectral change, the group mean waveforms
showed a clear ACC to amplitude increments of 2 dB or more and decrements of 3 dB or more. In
the presence of a change of second formant frequency~from perceived /u/ to perceived /i/!,
amplitude increments increased the magnitude of the ACC but amplitude decrements had little or no
effect. The fact that the just detectable amplitude change is close to the psychoacoustic limits of the
auditory system augurs well for the clinical application of the ACC. The failure to find a condition
under which the spectrally elicited ACC is diminished by a small change of amplitude supports the
conclusion that the observed ACC to a change of spectral envelope reflects some aspect of cortical
frequency coding. Taken together, these findings support the potential value of the ACC as an
objective index of auditory discrimination capacity. ©2000 Acoustical Society of America.
@S0001-4966~00!01704-5#

PACS numbers: 43.64.Qh, 43.64.Ri@RDF#

INTRODUCTION AND PURPOSE

The study reported here is one of a series in which a
specific electrophysiological response is being explored in
terms of its ability to demonstrate peripheral discrimination
capacity. This response is a negative–positive complex that
is elicited by a change that occurs during an ongoing acous-
tic stimulus. This complex has been named the acoustic
change complex~ACC! ~Martin and Boothroyd, 1999!.

In appearance and timing, the ACC is very similar to the
well-known negative–positive (N1 –P2) complex that oc-
curs in response to stimulus onset~Hillyard and Picton,
1978; Näätänen, 1992; Na¨ätänen and Picton, 1987; Onishi
and Davis, 1968; Pantevet al., 1996!. It has been demon-
strated that both amplitude and frequency modulation during
an ongoing sound can evoke anN1 –P2 complex~Clynes,
1969; Jerger and Jerger, 1970; Na¨ätänen and Picton, 1987;
Kohn et al., 1978, 1980; McCandless and Rose, 1970; Spoor
et al., 1969; Yingling and Nethercut, 1983!, as can an acous-
tic change during a sustained speech sound~Kaukoranta
et al., 1987!.

In the first study of the present series, the ACC was
demonstrated in response to the transition from fricative to
vowel in a naturally produced syllable~Ostroff et al., 1998!.

The transition, however, included at least three kinds of
change: intensity, periodicity, and spectral envelope. In sub-
sequent studies, it was shown that the ACC can be elicited
by a change of spectral envelope alone or by a change of
periodicity alone~Martin and Boothroyd, 1999! when rms
amplitude is held constant. These findings raise the possibil-
ity that this response can be used as an index of the capacity
for perceiving the kinds of acoustic cues that are important in
differentiating speech sounds.

If the acoustic change complex is to be useful as an
index of peripheral spectral resolution, and therefore of the
potential for development of speech perception skills, it is
important to establish that the observed response to a spectral
change is, indeed, attributable to spectral change and not
simply to a difference in the magnitude of excitation. In an
earlier study rms amplitude remained constant for the dura-
tion of the stimuli. There is no guarantee, however, that the
rms level of the external stimulus is the sole determinant of
the amount of internal excitation. The amount of synchro-
nous neural excitation may depend on some property of the
acoustic waveform other than its rms amplitude~for ex-
ample, peak-to-peak amplitude!. It is possible that the spec-
tral change is accompanied by a change in the magnitude of
excitation and that this, alone, is responsible for the observed
response.

The present study had three goals. The first was to con-
firm that the ACC is elicited by amplitude change alone—in
the absence of changes of spectral envelope or periodicity. It
will be recalled that the ACC was observed in response to a

a!Portions of this paper were presented at the Twenty-Second Midwinter
Research Meeting of the Association for Research in Otolaryngology, St.
Petersburg Beach, FL, February 13, 1999, and at the Biennial Meeting of
the International Evoked Response Audiometry Study Group, Tromso,
Norway, May 31, 1999.
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fricative-vowel transition, which involved simultaneous
changes of spectral envelope, periodicity, and amplitude. It
has already been established that the changes of the first two
parameters alone can elicit the complex. Although there was
every reason to expect that a change of amplitude alone
would also be effective as a stimulus, it was appropriate to
confirm this prediction.

The second goal of the present study was to determine
the sensitivity of the ACC to changes of rms amplitude.
There were two reasons for seeking this information. First, a
finding that sensitivity is close to that reported in the psy-
choacoustic literature would support the possibility of elec-
trophysiological measures replacing behavioral measures in
the clinical evaluation of auditory capacity in young chil-
dren. Second, data on amplitude sensitivity can help estab-
lish the likelihood that an ACC in response to spectral
change is actually produced by a change in some measure of
amplitude.

The third goal was to measure the effect of simultaneous
amplitude change on the magnitude of the ACC elicited by a
change of spectral envelope. If the response to spectral
change is, in fact, a response to some aspect of waveform
amplitude then it should be possible to offset the effect by an
opposing change of rms amplitude. In other words, there
should be some value of amplitude change for which the
spectrally elicited ACC is weakened or even eliminated. The
absence of such a finding would lend support to the conclu-
sion that the ACC in response to a change of spectral enve-
lope, in the absence of a change of rms amplitude, is not
confounded by a change in some other aspect of waveform
amplitude.

I. METHOD

A. Subjects

Three men and five women, aged 26 to 35 years
(mean529 years), participated. All subjects had normal
hearing sensitivity~thresholds<25 dB HL from 250 through
8000 Hz bilaterally! and no history of neurological disorder.

B. Stimuli

The acoustic change used in this study was a transition
from /u/ to /i/ in synthesized vowels. The vowels were syn-
thesized with a constant fundamental frequency of 150 Hz.
Each vowel lasted for 400 ms and included three formants.
The first and third formants were fixed at 300 and 3000 Hz,
respectively, for the two vowels. The second formants for the
/u/ and /i/ were 900 and 2400 Hz, respectively. Onsets and
offsets of the two vowels were shaped with raised cosine
functions lasting for one cycle. The stimulus containing the
acoustic change was created by concatenating the /u/ and the
/i/ with one cycle of overlap. The overlap was introduced to
minimize spectral splatter at the transition. This stimulus will
be referred to as /ui/. A reference stimulus without spectral
change was also created by concatenating two samples of /u/.
This stimulus will be referred to as /uu/. The amplitude of
the first half of both stimuli~/ui/, /uu/! was 70 dB SPL.
Eleven versions of each stimulus were created in which the
rms amplitude changed at the midpoint by an amount rang-

ing from 25 dB to 15 dB in 1-dB steps. The waveforms of
the resulting stimuli are shown in Fig. 1. All stimuli were
digitized at 12 bits and 22 050 samples per second, and were
presented to subjects via a Neuroscan STIM system.

Note that when no amplitude change is introduced at
stimulus midpoint ~the 0-dB change condition!, the /uu/
stimulus contains no acoustic change, and the /ui/ stimulus
contains only a change of spectrum. The /uu/ stimuli across
the remaining amplitude change conditions contain only a
change of amplitude, while the /ui/ stimuli in the remaining
amplitude change conditions contain a change of both spec-
trum and amplitude.

C. EEG recordings

Using a Neuroscan SCAN system and Grass amplifiers,
seven EEG channels were recorded from surface electrodes
placed at Fz, Cz, Pz, T3, T4, A1, and A2. The EEG channels
were referenced to an electrode at the tip of the nose
~Vaughan and Ritter, 1970!. An eighth channel to monitor
vertical eye movements and eye blinks~EOG! was recorded
from electrodes placed above and below the right eye. An
electrode at Fpz served as ground. Electrode impedances
were maintained below 5000 Ohms.

During acquisition, the EEG channels were amplified
using a gain of 20 000~except for the EOG channel where

FIG. 1. The acoustic waveforms for the /uu/ and /ui/ stimuli are shown for
all amplitude change conditions. In the 0-dB amplitude change condition,
the /uu/ stimulus contains no acoustic change, while the /ui/ stimulus con-
tains a change of spectrum alone. For the remaining amplitude change con-
ditions, /uu/ contains a change of amplitude alone, while /ui/ contains
changes of spectrum and amplitude.
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the gain was 5000!, and band-pass filtered with a roll-off of
6 dB/octave below 0.1 Hz and above 100 Hz.

D. Procedure

Stimuli were presented via a loudspeaker placed 70 cm
from the subject at a 0 degree azimuth. They were presented
in homogeneous blocks of 125 stimuli, using an onset-to-
onset interval of 3 s. Two replications were obtained for each
condition. Thus each stimulus was heard 250 times. Stimulus
presentation was randomized across conditions and subjects.
Subjects watched a silent, captioned video during testing and
were instructed to ignore the stimuli.

The amplified EEG signals were digitized using the
Neuroscan SCAN system at 341 Hz over a 1501-ms~512
point! window, beginning 100 ms before stimulus onset. Af-
ter acquisition, single trials were rejected from averaging
when activity in any channel~except the EOG channel! ex-
ceeded6100 mV. Single trials were baseline corrected
~across the entire sweep duration! and an ocular artifact re-
duction algorithm was applied~Semlichet al., 1986!. Addi-
tional band-pass filtering was applied with a roll-off of 12
dB/octave below 0.1 Hz and above 30 Hz. Responses to each
of the 22 stimuli were averaged separately for each subject.
Each averaged waveform was then baseline corrected for the
prestimulus period~0–100 ms!. Finally, individual averaged
waveforms were combined to generate 22 group waveforms.

II. RESULTS

A. Scalp distribution of the ACC

Figure 2 shows the scalp distribution of the group mean
waveforms in response to the /ui/ stimulus containing a
15-dB amplitude change. Results are shown for electrode
sites Fz, Cz, Pz, T3, T4, A1, and A2. ClearP1 –N1 –P2
potentials are seen in response to the onset of stimulation,
followed by a sustained potential that continues for the du-
ration of the stimulus, and a return to baseline in response to
the offset of stimulation. There is an additionalP1 –N1 –P2
complex seen in response to the change of both spectrum and
amplitude at stimulus midpoint. This is the acoustic change
complex~ACC!, and it is largest in amplitude at the vertex.1

The rms amplitude of the ACC is reduced by approximately
21% at Fz, 57% at Pz, and 73% at temporal electrode sites
~T3, T4!. In addition, the response inverts in polarity at the
earlobes~A1, A2!.

B. Group mean waveforms

The group mean waveforms obtained for each acoustic
change at Cz~the electrode site giving the largest amplitude!
are displayed in Fig. 3. The waveforms on the right show
results for spectral and amplitude change~i.e., the /ui/ stimu-
lus!. There is a clearly observable ACC for each level of rms
amplitude change when combined with a spectral change.
The waveforms on the left show results for amplitude change
alone~i.e., the /uu/ stimulus!. In this case, the ACC is only
clearly observable only for amplitude changes of 2–3 dB or
more. It can also be seen that, for both stimuli, the amplitude
of the ACC is higher for amplitude increments than for am-
plitude decrements.

C. Waveforms for individual subjects

The waveforms obtained to the /ui/ stimulus in the
15-dB amplitude change condition are shown for each indi-
vidual subject in Fig. 4. Responses are shown at electrode
site Cz~the electrode site giving the largest amplitude in the

FIG. 2. The scalp distribution of the response is shown for the /ui/ stimulus
in the 15-dB amplitude change condition. The acoustic change complex
~indicated by the arrow! is clearly present. It is largest in amplitude at
electrode site Cz, is smaller at the other electrode sites, and inverts in po-
larity at the earlobe sites~A1, A2!.

FIG. 3. The group mean waveforms are displayed for the 2 stimuli~/uu/,
/ui/! and the 11 amplitude change conditions. There is a clearN1 –P2
obtained to the onset of stimulation in all conditions. For amplitude change
alone, the acoustic change complex~shown in the boxes! is clearly present
for changes of 2–3 dB or more. For spectrum plus amplitude change, the
acoustic change complex is clearly present for all conditions.
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group mean waveforms!. There is a clearly observable ACC
for each subject in response to the change of spectrum and
amplitude.

D. Quantification of ACC amplitude

For purposes of analysis, the root mean square~rms!
amplitude of the ACC was calculated for each subject and
each of the 22 stimuli. The steps involved in this process
were as follows:

~1! The latencies of theN1 and P2 maxima in the group
mean waveforms were obtained for conditions with a
clearly present response~63 to 5 dB!.

~2! A ‘‘response window’’ was defined beginning 50 ms
before the averageN1 minimum and ending 50 ms after
the averageP2 maximum. The resulting window ex-
tended from 454 to 645 msre: stimulus onset~i.e., 61 to
252 ms after the onset of acoustic change!.

~3! The standard deviations of the waveforms for each
stimulus and each subject within this window were cal-
culated. The result, which is the rms amplitude of the
waveform within the response window, excluding any dc
offset, was used as a measure of the amplitude of the
complex.2

~4! Group means and standard errors of the rms amplitudes
were then calculated for each of the stimuli.

Figure 5 shows group mean response amplitude,61
‘‘between-subject’’ standard error, as a function of stimulus
amplitude change, for the /uu/ and /ui/ stimuli. The lines in
Fig. 5 show the result of curve fitting procedures described
below.

E. ACC to amplitude change only

The data for amplitude change only were fit with expo-
nential growth functions of the form:

y5a~12e2x/b!, ~1!

wherey is the rms amplitude of ACC inmV; a is the asymp-
tote in mV; e is the base of natural logarithms;x is the am-
plitude change in dB; andb is a constant, in dB, providing an
inverse measure of rate of growth of ACC amplitude with
increasing amplitude change.3

A least-squares fitting procedure produced the following
parameter values:a52.2mV and b52.5 dB for amplitude
increments anda51.1mV and b521.9 dB for amplitude
decrements. The fitting procedure was limited to those con-
ditions in which the ACC amplitude was clearly above the
noise floor, as defined by the rms amplitude of the ACC for
the /uu/ stimulus with 0-dB amplitude change~i.e., no
change of either spectrum or amplitude!.

Several observations can be made from the amplitude
change data illustrated in Fig. 5. First, the ACC amplitude is
greater for amplitude increments than for amplitude decre-

FIG. 4. The waveforms from each individual subject are displayed for the
/ui/ stimulus in the15-dB amplitude change condition. In addition, the
group mean waveform is also shown. The acoustic change complex~shown
in the box! is clearly present in all subjects in response to the change of
spectrum and amplitude.

FIG. 5. Group mean rms amplitude of the acoustic change complex~61
s.e.! is shown as a function of amplitude change, with and without a simul-
taneous spectral change. Lines show least squares fits to hypothetical func-
tions.
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ments. Second, for the stimuli and protocols used in this
study, an amplitude change of at least12 or 23 dB is re-
quired in order to produce an ACC that is clearly above the
noise floor. Third, the standard errors~a measure of inter-
subject variability! are small within the noise floor but in-
crease with increasing ACC amplitude.

F. ACC to spectrum change plus amplitude change

The data for spectrum plus amplitude change were fit
with a sigmoid transition function of the form:

y5a1~b2a!/~11e2~x2c!/d!, ~2!

wherey5rms amplitude of ACC inmV; a5 lower asymp-
tote in mV; b5upper asymptote inmV; e5base of natural
logarithms; x5amplitude change in dB;c5mid-point of
transition in dB; andd5a constant in dB providing an in-
verse measure of rate of change of ACC amplitude in the
transition region.

A least-squares fitting procedure produced the following
parameter values:a51.3mV, b52.9mV, c52.9 dB, and
d51.6 dB. Several observations can be made from the
spectrum-plus-amplitude change data illustrated in Fig. 5.
First, the amplitude of the ACC is well above the noise floor
when there is no change of amplitude~group mean rms
amplitude51.5mV!. Second, the addition of an amplitude
increment has the effect of increasing amplitude of the ACC.
Third, for amplitude increments, the ACC amplitude contin-
ues to increase as the amplitude change increases. Fourth, for
amplitude decrements, there is no evidence to show that the
ACC amplitude continues to increase with increasing ampli-
tude change. Fifth, and most important, there is no evidence
from these data that a small amplitude change can cancel the
ACC produced by the change of spectrum.

G. Statistical tests

Statistical tests were used to explore the generalizability
of these findings to the means of the population represented
by this sample of subjects. A two-factor repeated-measures
analysis of the variance in the ACC amplitudes was per-
formed. The two factors were spectrum change at 2 levels
~present or absent! and amplitude change at 11 levels. The
main effect of spectrum change was highly significant
@F(1,7)544.90; p,0.001# as was the main effect of ampli-
tude change@F(10,70)511.26; p,0.001#. There was also a
significant interaction between the two@F(10,70)51.97; p
50.049#. Post hoc testing, using the least significant differ-
ence test, confirmed the presence of a significant effect (p
<0.05) of spectrum change for most amplitude changes,
with the exception of amplitude changes of23 dB (p
50.192) and24 dB (p,0.240). When the data for spec-
trum plus amplitude increment were examined separately,
there was a significant main effect of amplitude change
@F(1,5)55.05; p50.001#. In the data for spectrum change
plus amplitude decrement, however, the main effect of am-
plitude change did not reach the 5% level of significance
@F(1,5)51.75; p50.15#.

III. DISCUSSION

The ACC was detectable in the group mean waveforms
to amplitude changes of12 and 23 dB. These thresholds
compare favorably with those obtained from psychoacoustic
studies, which range from 0.2 to 0.5 dB, depending on ex-
perimental paradigm, frequency, and sensation level~Gel-
fand, 1990!. Moreover, it may be possible to increase the
sensitivity of the ACC by a change of protocol to increase
signal-to-noise ratio.

The finding of stronger responses to amplitude incre-
ments than to amplitude decrements is in keeping with those
of studies using amplitude modulated stimuli~Arlinger and
Jervall, 1979; Clynes, 1969; McCandless and Rose, 1970!.
This finding can be explained if it is assumed that stimulus
amplitude determines the total amount of synchronous corti-
cal excitation. Amplitude increments would then be expected
to produce anonsetresponse from previously unexcited neu-
ral elements whereas decrements would produceoffset re-
sponses from previously excited elements. The different am-
plitudes of the ACC waveform are in keeping with the
known differences between the onset and offsetN1 –P2 re-
sponse~Hillyard and Picton, 1978!.

There is some evidence, however, that amplitude is
coded, at least partially, by locus of cortical excitation. In a
classic study, Pantevet al. ~1989! measured neuromagnetic
responses to 1-kHz tones presented at six amplitudes. The
amplitude change produced both vertical and horizontal
shifts in the hypothetical dipole generators of theM100
wave ~equivalent to theN100, orN1 response in electrical
recordings!. Amplitopic organization would not explain why
stimulus amplitude increments produce a larger ACC re-
sponse than equivalent amplitude decrements, but it is pos-
sible that amplitopic effects are accompanied by changes in
total amount of synchronous excitation.

The demonstration of an ACC in response to spectral
change, in the absence of a change of rms amplitude, is in
keeping with the established tonotopic organization of the
auditory cortex. The spectral change used in the present
study involved an amplitude decrement at one frequency and
a simultaneous amplitude increment at another frequency.
The resulting ACC may, therefore, be assumed to reflect a
combination of an onset response from one cortical region
and an offset response from another. The alternative
explanation—that the ACC in response to spectral change
simply reflects a change of overall synchronous
excitation—is not supported by the findings of the present
study. There was no condition under which a small ampli-
tude increment or decrement eliminated, or even reduced, the
amplitude of the ACC response to spectral change. The
present findings provide strong evidence for dissociation of
cortical responses to changes of spectrum and overall ampli-
tudes. In other words, the ACC elicited by spectral change in
this and earlier studies can be assumed to reflect the effects
of spectral change rather than an incidental change in the
total amount of synchronous excitation.

Amplitude increments enhanced the effects of spectral
change, whereas amplitude decrements had little or no effect.
This asymmetry has been observed previously. Ma¨keläet al.
~1987! found evidence for different processing of amplitude
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and frequency modulations up to the level of the supratem-
poral auditory cortex. Moreover, the order of presentation of
the two types of modulation had an effect on response mag-
nitude. The asymmetry observed in the present study can
also be explained in terms of the amplitopic effects discussed
earlier. Differences in locus and orientation of generators in
response to amplitude increments and decrements could eas-
ily affect the results of vector summation.

The foregoing attempts to explain the amplitude findings
are clearly an oversimplification. It is well known that corti-
cal encoding of amplitude modulated stimuli is complex
~Pickles, 1988!, and it is likely that multiple mechanisms at
different cortical generator areas are at work. Further,
surface-recorded data, particularly using a small number of
electrode sites, cannot equal the specificity of intracranial
recordings for determining what is happening at the single-
cell level of the auditory cortex.

The findings of this study are encouraging in terms of
the potential clinical use of the ACC as an index of spectral
resolution in the impaired auditory system. The high ampli-
tude of the ACC, and the fact that it is elicited by spectral
changes of the type encountered in speech, are particularly
important. Further, it has been shown in subsequent studies
that the ACC can be demonstrated in response to small
changes of second formant frequency—of the magnitude in-
volved in vowel distinctions~Ostroff, 1999!. Further re-
search will be required, however, to establish adequate reli-
ability and sensitivity in individual waveforms as opposed to
group waveforms. Approaches to improving sensitivity must
address such issues as rate of spectral change~Onishi and
Davis, 1968; Ruhm, 1970!, frequency region of spectral
change~Arlinger et al., 1976; Kohnet al., 1978!, and the
duration of stimulus on-time before the spectral change is
introduced~Budd and Michie, 1994; Hillyard and Picton,
1978!.

Application to persons with sensorineural hearing loss
must also take account of the frequency-dependence of
threshold and loudness, together with the effects of cochlear
damage on the relationship between amplitude and loudness.
In the present study, it was demonstrated that maintaining
constant rms amplitude served to dissociate frequency and
amplitude effects. In hearing-impaired subjects, it may be
necessary to measure the effects of spectral change when
accompanied by amplitude increments and decrements—as
in the present study.

IV. CONCLUSIONS

~1! The acoustic change complex was evoked by amplitude
change alone, in the absence of changes of spectral en-
velope or periodicity.

~2! The amplitude change required to elicit an observable
ACC in the group waveforms was 2–3 dB. This thresh-
old is not far above those reported in the behavioral lit-
erature on amplitude discrimination.

~3! The acoustic change complex was evoked by a change of
second formant frequency during a sustained synthetic
vowel, regardless of the simultaneous presence of rms
amplitude increments or decrements. The findings sup-
port the conclusion that the ACC produced in response

to a change of spectrum, in a signal with unchanging rms
amplitude, reflects the auditory systems’s response to
spectrum and not to accompanying changes of perceived
magnitude.
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Conditioning-induced protection from impulse noise
in female and male chinchillas
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Sound conditioning~pre-exposure to a moderate-level acoustic stimulus! can induce resistance to
hearing loss from a subsequent traumatic exposure. Most sound conditioning experiments have
utilized long-duration tones and noise at levels below 110 dB SPL as traumatic stimuli. It is
important to know if sound conditioning can also provide protection from brief, high-level stimuli
such as impulses produced by gunfire, and whether there are differences between females and males
in the response of the ear to noise. In the present study, chinchillas were exposed to 95 dB SPL
octave band noise centered at 0.5 kHz for 6 h/day for 5 days. After 5 days of recovery, they were
exposed to simulated M16 rifle fire at a level of 150 dB peak SPL. Animals that were sound
conditioned showed less hearing loss and smaller hair cell lesions than controls. Females showed
significantly less hearing loss than males at low frequencies, but more hearing loss at 16 kHz.
Cochleograms showed slightly less hair cell loss in females than in males. The results show that
significant protection from impulse noise can be achieved with a 5-day conditioning regimen, and
that there are consistent differences between female and male chinchillas in the response of the
cochlea to impulse noise. ©2000 Acoustical Society of America.@S0001-4966~00!03404-4#

PACS numbers: 43.64.Wn, 43.64.Ri, 43.64.Tk@RDF#

INTRODUCTION

Pre-exposure to a moderate-level acoustic stimulus
~‘‘sound conditioning’’! can induce resistance to noise-
induced hearing loss~NIHL !. The protective effects of sound
conditioning were reported first by Canlonet al. ~1988!, who
found that guinea pigs that had been exposed to a 1-kHz tone
at 81-dB sound pressure level~SPL re: 20 mPa! for 24 days
incurred less permanent threshold shift~PTS! from a subse-
quent exposure to the tone at 105 dB SPL for 72 h than
animals that had not been similarly ‘‘trained’’ or ‘‘condi-
tioned.’’ Since then, numerous studies have shown that
sound conditioning can provide protection from NIHL in a
wide variety of species and across a wide range of condition-
ing parameters. However, nearly all sound conditioning ex-
periments have used long-duration tones or noise at levels
below 110 dB SPL as their high-level stimuli. In four recent
experiments, for example, high-level exposures consisted of
an octave band noise~OBN! centered at 0.5 kHz at a level of
106 dB SPL for 48 h~McFaddenet al., 1997!, an OBN cen-
tered at 1.4 kHz at 105 dBA for 3 days~Skellettet al., 1998!,
an OBN centered at 2 kHz at 107 dBA for 48 h~White et al.,
1998!, and a 6.3-kHz tone at 100 dB SPL for 24 h~Canlon
and Fransson, 1998!. These long-duration stimuli may in-
duce cochlear damage by disrupting normal metabolic pro-
cesses. In contrast, brief stimuli~impacts and impulses! at
levels above 120 dB damage the cochlea by a combination of
metabolic and mechanical processes~Hamerniket al., 1984;
Luz and Hodge, 1971!. Many individuals develop NIHL as a
result of exposure to impact noises in industrial settings and
impulse noises produced by gunfire and explosions, particu-
larly in the military. Therefore, it is important to know if
sound conditioning can provide protection from brief, high-
level noises as well as from continuous tones and noise.

Protection from impulse noise was reported by Hensel-
man et al. ~1994!, who pre-exposed chinchillas to an OBN

centered at 0.5 kHz at a level of 95 dB SPL for 6 h/day for
10 days. The animals were allowed to recover for 5 days,
then they were exposed to impulse noise simulating M16
rifle fire at a level of 150-dB peak SPL. When assessed 30
days later, conditioned chinchillas had significantly less PTS
and smaller hair cell lesions than control animals exposed to
the impulse noise alone.

The present experiment has two primary aims. The first
aim is to determine if significant protection from impulse
noise can be achieved with a shorter conditioning regimen
than that used by Henselmanet al. ~1994!. The second aim is
to determine if there are differences between female and
male chinchillas in their response to impulse noise, or in
their ability to develop resistance to NIHL through sound
conditioning. This is an important issue to address in light of
previous studies showing gender differences in susceptibility
to NIHL in humans~Bergeret al., 1978; Gallo and Glorig,
1964; Ward, 1966! and sex differences in PTS in chinchillas
exposed to impulse noise~McFaddenet al., 1999!. In the
latter study, female and male chinchillas were exposed to
impulse noise at 150-dB peak SPL and PTS was assessed 30
days later. Female chinchillas developed approximately 10
dB more high-frequency hearing loss, but approximately 5
dB less low-frequency hearing loss than male chinchillas. On
average, cochleas from females had 18% less inner hair cell
~IHC! loss and 15% less outer hair cell~OHC! loss than
males. The results suggested that there are sex/gender differ-
ences in the response of the cochlea to acoustic overstimula-
tion that cannot be attributed to prior noise exposure history
or other confounding factors.

I. METHODS

A. Subjects and surgery

Subjects were seven female and seven male adult chin-
chillas obtained from a commercial breeder~Jarr Chinchilla!.
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Each subject was anesthetized with an intramuscular injec-
tion of ketamine hydrochloride~54 mg/kg! and acepro-
mazine~0.64 mg/kg!. A midline incision was made through
the skin overlying the skull, and a small hole was made in
the dorsal cranium overlying each inferior colliculus~IC!. A
recording electrode was advanced through the IC to a depth
that produced a clear, large-amplitude response to an 80 dB
SPL click, and cemented to the skull with cyanoacrylic ad-
hesive and dental cement. A short tungsten electrode was
implanted in the rostral cranium to serve as the common lead
for evoked potential~IC-EVP! recording. Animals were al-
lowed to recover for at least 10 days before testing. All pro-
cedures were reviewed and approved by the University of
Buffalo Animal Care and Use Committee, and conformed to
federal guidelines for the humane treatment of laboratory
animals.

B. Evoked potential test procedures

The awake chinchilla was placed in a restraining device
~Snyder and Salvi, 1994! in a foam-lined sound attenuating
booth. Stimuli were digitally generated tones~2-ms rise/fall,
10-ms duration, 20/s rate! converted to analog signals by a
16-bit D/A converter on a digital signal processing~DSP!
board in a personal computer. Stimuli were routed through a
computer-controlled attenuator and impedance matching
transformer to a loudspeaker~Realistic 401197! in the test
booth. The speaker was located on the side of the animal’s
test ear, approximately 9 cm from the animal’s pinna. The
nontest ear was plugged with a foam insert earplug. Stimuli
were presented in ascending order of frequency~in octave
steps from 0.5 kHz to 16 kHz! and intensity~in 5-dB steps!.
Responses~electrical activity from the recording electrode in
the IC contralateral to the test ear! were amplified~20 0003!
and filtered~10–3000 Hz! by a Grass P511 bioamplifier and
converted to digital signals by an A/D converter on a sepa-
rate DSP board in the computer. Responses were computer
averaged for 100 stimulus presentations. Threshold was de-
fined as the mid-point between the level at which there was a
clear deflection in the waveform and the next lower level at
which there was none.

IC-EVPs were recorded~a! prior to noise exposure in
order to establish pre-exposure baselines,~b! during the con-
ditioning exposure in order to monitor temporary TS,~c! 5
days after conditioning to document TS recovery,~d! 15 min,
24 h, and 5 days after impulse noise exposure in order to
monitor temporary TS, and~e! after 20 days recovery from
high-level exposure to determine PTS. Pre-exposure and
PTS measures for each animal represent the average of three
tests performed on separate days. Threshold shifts were cal-
culated by subtracting mean pre-exposure IC-EVP thresholds
from post-exposure thresholds.

C. Noises and noise exposures

Animals were exposed to 0.5-kHz OBN for 5 days~6
h/day! at a level of 95 dB SPL, followed 5 days later by
impulse noise simulating M16 rifle fire~Danielsonet al.,
1991; Henselmanet al., 1994; McFaddenet al., 1999!. The
0.5-kHz OBN was digitally generated, low-pass filtered

~TDK HAF0030 active filter set at 20 kHz!, manually attenu-
ated ~Hewlett Packard 350D!, amplified ~NAD 2200!, and
delivered to a compression driver~JBL 2446J! fitted to a
bi-radial exponential horn~JBL 2360H!. The driver/horn as-
sembly was suspended from the ceiling of a sound booth.
Animals were housed in separate cages~approximately
27 cm321 cm322 cm! placed beneath the loudspeaker, and
provided free access to food and water during noise expo-
sure. For acoustic calibration, sound pressure levels were
measured with a calibrated Type I precision sound level
meter ~Larson-Davis 800B! and a 1/2-in. condenser micro-
phone positioned at a height corresponding to the level of the
ear canal of a standing chinchilla. SPL measurements were
averaged across five positions within each cage~geometric
center and each corner!. Attenuator settings and cage posi-
tions were adjusted so that the average SPL in each cage was
within 1 dB of the specified SPL. Animals were rotated to
different cages each day to minimize any effects of slight
differences in SPL between cages.

The impulse noise was generated digitally, converted to
an analog signal by a 16-bit D/A converter on a DSP board,
attenuated~Hewlett-Packard 350D!, amplified ~NAD 2200!
and routed in parallel to two compression drivers~JBL 2446!
in a sound booth. Each driver was fitted with a sound deliv-
ery tube (5 cm diameter320 cm) with its end angled at 45°
to broaden its range of resonance~Danielsonet al., 1991!.
Analysis of the impulse noise was performed with a Stanford
Research Systems SR785 dynamic signal analyzer. The du-
ration of the waveform was 29ms, and the spectrum approxi-
mated a low-pass function with a half-power point at 400 Hz,
rolling off at approximately 4 dB/octave between 400 Hz and
25.6 kHz.

The ends of the sound delivery tubes were separated by
10 cm. The animal in a restraining tube was placed between
the drivers with the tubes directed at the animals’ ears. Each
animal was exposed to 50 pairs of impulses, with 50 ms
between the two impulses of each pair and a 1000-ms inter-
val between the onset of each pair. The total exposure time
was 50 s. The impulse noise was calibrated using a 1/8-in.
microphone~Bruel & Kjaer 4138! and voltmeter to a level
corresponding to 150-dB peak SPL.

D. Cochlear analyses

After the completion of testing, chinchillas were deeply
anesthetized with sodium pentobarbital~Somlethal, 400
mg/kg i.p.! and decapitated. The cochleas were quickly re-
moved and perfused through the oval window with a succi-
nate dehydrogenase~SDH! staining solution consisting of
2.5 ml of 0.2-M sodium succinate, 2.5 ml of 0.2-M phos-
phate buffer (pH 7.6), and 5 ml of 0.1% tetranitro blue tet-
razolium. Cochleas were incubated in the SDH staining so-
lution for 45 min at 37 °C, post-fixed with 10% formalin, and
stored in fixative for at least 24 h. Stained cochleas were
dissected from the apex to the base, mounted in sections in
glycerin on microscope slides, coverslipped, and examined
using light microscopy~4003 magnification!. The numbers
of missing OHCs and IHCs were determined for successive
segments of the organ of Corti. Individual cochleograms
were constructed to show the percentage of hair cells missing
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as a function of distance from the apex of the cochlea. Per-
cent hair cells missing was referenced to our lab standards
based on normal chinchillas. Percent distance from the apex
was converted to frequency using the frequency-place map
of Greenwood~1990!.

E. Data analysis

One male and two female chinchillas lost one or both IC
recording electrodes during the experiment. Data from these
ears were excluded from analysis. The final sample consisted
of data from 11 ears of females and 13 ears of males. Data
were analyzed using Statistical Package for the Social Sci-
ences software~SPSS; version 8.0!. An alpha level of 0.05
was adopted as the criterion level of significance for all sta-
tistical tests. Analyses of variance~ANOVAs! were used to
assess differences between means, with IC-EVP thresholds
and threshold shifts as dependent variables. Independent
variables were Sex~a between-subjects factor!, Frequency,
and Time~within-subjects factors!. Significant main effects
and interactions involving Sex were analyzed further using
independent Studentt-tests. Changes as a function of time
were assessed using pairedt-tests. In order to determine if
sound conditioning produced significant protection from im-
pulse noise, data obtained from animals in this experiment
were compared to data obtained from a control group of nine
female and nine male chinchillas exposed to impulse noise
alone under identical conditions, described in a previous
publication ~McFaddenet al., 1999!. Comparisons between
groups were made using separate two-way Group3Sex
ANOVAs for mean low-frequency PTS~average of PTS val-
ues at 0.5, 1, and 2 kHz! and high-frequency PTS~average of
PTS values at 4, 8, and 16 kHz!.

II. RESULTS

A. Pre-exposure thresholds

Prior to exposure, females had lower threshold at 16
kHz than males~Fig. 1!. A two-way (Sex3Frequency)
mixed ANOVA showed a significant Sex3Frequency inter-
action,F(5,110)52.62, p50.028. The interaction occurred
because females had similar or slightly higher thresholds
than males at low frequencies, but consistently lower thresh-
olds at high frequencies. The difference between females and
males at 16 kHz was statistically significant@Studentt-test,
t(22)52.68, p50.014#, with females having significantly

lower thresholds than males. Pre-exposure thresholds were
similar to those of control animals in our previous study
~McFaddenet al., 1999!. Control females also had signifi-
cantly lower threshold at 16 kHz compared to control males,
with no other significant differences between groups~Stu-
dent t-tests!.

B. Threshold shifts from conditioning noise

After the first day of sound conditioning, thresholds
were elevated by approximately 30–40 dB SPL at low fre-
quencies, and by 0–25 dB at high frequencies~Fig. 2!.
Thresholds were significantly elevated at all frequencies for
females and at all frequencies except 16 kHz for males
~paired t-tests; allp values,0.04!. Two-way (Sex3Time)
mixed ANOVAs for TS at each frequency yielded significant
main effects of Sex at 1, 2, 4, and 16 kHz@F(1,22)55.17,
6.64, 7.02, and 8.35, respectively; allp values,0.04# and
main effects of Time at all frequencies except 16 kHz~all p
values,0.02!. The main effect of Sex arose because females
consistently showed more TS than males during and after the
conditioning exposure.

TS decreased significantly at 0.5 kHz between Day 1
and Day 5 of conditioning for both males,t(12)52.84, p
50.015, and females,t(10)52.97,p50.014. The decreases
in TS that occurred between the last day of conditioning and
the end of the 5-day recovery period were significant at fre-
quencies below 16 kHz~all p values,0.04!. After 5 days of

FIG. 1. Mean thresholds of female~solid circles! and male chinchillas~open
triangles! before noise exposure. Bars in this and subsequent figures repre-
sent standard errors of the means~SEM!.

FIG. 2. Mean threshold shifts~6SEM! during and after sound conditioning.
Top panel: threshold shifts after the first day~6 h! of sound conditioning.
Middle panel: threshold shifts after the last day of conditioning. Bottom
panel: threshold shifts 5 days after the last conditioning exposure and before
exposure to impulse noise.
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recovery from conditioning, thresholds were within approxi-
mately 5 dB of pre-exposure values at all frequencies~Fig. 2,
bottom panel!.

C. Threshold shifts after impulse noise

Mean TS values are shown in Fig. 3. Two-way
(Sex3Time) mixed ANOVAs for TS at each frequency
showed significant Sex3Time interactions at 2 and 4 kHz
@F(3,66)55.36 and 3.14, respectively,p values,0.04#, and
significant main effects of Time at all frequencies~all p val-
ues ,0.001!. The interactions occurred because females
showed more recovery~approximately 10 dB! at 2 and 4 kHz

over time than males. Between 15 min and 5 days post-
exposure, TS decreased by approximately 20 dB for males,
and 30 dB for females.

Impulse noise produced significant PTS at all frequen-
cies~Fig. 4! for both males and females~pairedt-tests; allp
values<0.01!. A two-way (Sex3Frequency! ANOVA on
PTS showed a significant Sex3Frequency interaction,
F(5,110)54.20,p50.002. The interaction occurred because
of the reversal of sex differences at 2 kHz and 16 kHz. Males
developed approximately 12 dB more PTS than females at 2
kHz, but approximately 15 dB less PTS than females at 16
kHz. Absolute thresholds of females and males at 16 kHz
differed by less than 6 dB at 20 days post-exposure; this
difference was not statistically significant.

To summarize the IC-EVP test results, females had a
significantly lower mean threshold at 16 kHz than males
prior to exposure~Fig. 1!. During conditioning, females con-
sistently showed greater TS than males, but thresholds of
both sexes were essentially normal within 5 days after con-
ditioning ~Fig. 2!. Subsequent exposure to M16 rifle fire pro-
duced more TS at low frequencies for males, and more TS at
high frequencies for females~Fig. 3!. When PTS was as-
sessed 20 days after exposure to M16 rifle fire, females
showed 6–12 dB less PTS than males at 0.5, 1, and 2 kHz,
but approximately 15 dB more PTS than males at 16 kHz
~Fig. 4!.

D. Noise-induced hair cell losses

Hair cell lesions were slightly smaller in cochleas from
females~Fig. 5!. Average OHC losses in the apical half of

FIG. 3. Mean threshold shifts~6SEM! at three times after impulse noise
exposure. Top panel: threshold shifts 15 min after impulse noise exposure.
Middle panel: threshold shifts 1 day after impulse noise exposure. Bottom
panel: threshold shifts 5 days after impulse noise exposure.

FIG. 4. Permanent threshold shifts~PTS! measured 20 days after impulse
noise exposure for females~solid circles! and males~open triangles!. Bars
show SEMs.

FIG. 5. Cochleograms showing hair cell loss after impulse noise exposure. Left panel: outer hair cell~OHC! losses for males~solid lines! and females~dashed
lines!. Right panel: inner hair cell~IHC! losses for males~solid lines! and females~dashed lines!.
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the cochlea were approximately 30% for females and 40%
for males. Average OHC losses in the basal half were ap-
proximately 50% for females and 60% for males. The most
striking difference was seen in the 2-kHz region of the co-
chlea, where males showed approximately 30% more OHC
loss than females. Mean IHC losses were not remarkably
different between females and males. Averaged across the
entire cochlea, females had 11% IHC loss and 38% OHC
loss, whereas males had 14% IHC loss and 47% OHC loss.

E. Protection from M16 rifle fire

One purpose of exposing animals to the 5-day condition-
ing regimen was to provide protection from subsequent ex-
posure to M16 rifle fire. A perspective on the success of this
approach is provided by Fig. 6, which shows differences in
PTS between conditioned animals in the present study and
control animals exposed only to the impulse noise~McFad-
denet al., 1999!. Sound conditioning provided up to 18-dB
protection for females and up to 10-dB protection for males
at individual frequencies. Collapsed across sex, the protec-
tive effect was 5–12 dB across frequencies, with greater pro-
tection at low frequencies than at high frequencies.

Figure 7 compares average low-frequency PTS and
high-frequency PTS for conditioned and control animals.
The pattern of PTS was similar for conditioned animals and
controls. For both groups, females showed less low-
frequency PTS but more high-frequency PTS than males.
Conditioned females and males both showed less PTS than
their same-sex controls. Two-way (Group3Sex! ANOVAs
showed significant main effects of Group,F(1,51)56.70,
p50.012, and Sex,F(1,51)54.70, p50.035, for low-
frequency PTS. Thus conditioned animals showed signifi-
cantly less low-frequency PTS than controls, and females
showed significantly less low-frequency PTS than males.
Despite the consistent trends for high-frequency PTS, neither
differences between males and females nor differences be-
tween conditioned animals and controls were statistically
significant.

Hair cell lesions were smaller in the conditioned animals
compared to controls. Conditioned males had approximately
20% less IHC loss and 24% less OHC loss than control
males. Conditioned females had approximately 5% less IHC
loss and 18% less OHC than control females. Collapsed

across sex, sound conditioning resulted in approximately
12% less IHC loss and 21% less OHC loss compared to
controls.

III. DISCUSSION

A. Protective effects of sound conditioning

The results show that sound conditioning provides pro-
tection from PTS and hair cell loss caused by impulse noise
exposure. Chinchillas conditioned with a 0.5-kHz OBN at 95
dB SPL for 6 h/day for 5 days developed approximately
5–12 dB less PTS across frequencies, and 13%–21% less
hair cell loss than chinchillas exposed to the impulse noise
alone. As shown in Fig. 7, protection was apparent at high
frequencies~approximately 6 dB overall! as well as low fre-
quencies~approximately 10 dB overall!. However, only the
protection at low frequencies reached statistical significance.

The present results confirm and extend the results of an
earlier study by Henselmanet al. ~1994! by showing that a
5-day conditioning regimen can protect the ear from impulse
noise. A comparison between the two studies also shows a
‘‘dose effect’’ related to the duration of the conditioning ex-
posure. In the Henselman experiment, a 10-day conditioning
regimen produced approximately 7–23 dB of protection
across frequencies, with the greatest protection~20–23 dB!
at 2 and 4 kHz. Averaged across frequencies, the protective
effect of a 10-day conditioning regimen was approximately
16 dB SPL. The 5-day conditioning regimen used in the
present study also provided significant protection from PTS.
However, the magnitude of protection was approximately
6–10 dB less than that provided by the longer conditioning
exposure. Differences related to the duration of the condi-
tioning exposure are also apparent in hair cell losses. The
pattern of hair cell loss we observed in the present study was

FIG. 6. Protection from permanent noise-induced hearing loss afforded by
sound conditioning in females~solid circles! and males~open triangles!.
Protection is the difference in permanent threshold shift~PTS! between
control animals exposed to the impulse noise alone and animals conditioned
with 0.5-kHz octave band noise at 95 dB SPL for 5 days~6 h/day!.

FIG. 7. Mean permanent threshold shifts~PTS! at low frequencies~average
of 0.5, 1, and 2 kHz! and high frequencies~average of 4, 8, and 16 kHz! for
conditioned females and males and their same-sex controls. Bars show
SEMs.
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similar to the pattern seen by Henselmanet al. ~1994!. How-
ever, the magnitude of hair cell protection was considerably
greater for the 10-day conditioning regimen. Animals condi-
tioned for 5 days~present study! had approximately 40%
OHC loss across the entire cochlea, whereas animals condi-
tioned for 10 days~Henselmanet al., 1994! had less than
20% OHC loss. The dose effect of conditioning is interesting
because it indicates that the magnitude of protection can be
increased by extending the ‘‘training’’ period.

The mechanisms by which sound conditioning increase
resistance to NIHL are not known, but they are clearly not
‘‘all or none’’ phenomena. Previous studies have indicated
dose effects of sound conditioning related to exposure dura-
tion ~Canlon and Fransson, 1998; Subramaniamet al., 1993!
and rest period between conditioning and high level expo-
sure~McFaddenet al., 1997; Subramaniamet al., 1992!. In
the experiment by Subramaniamet al. ~1993!, chinchillas
were exposed to 0.5-kHz OBN at 95 dB SPL for 20 days, 10
days, or 2 times with 9 days between exposures. All three
conditioning exposures provided protection from PTS, but
the 10-day exposure provided the most protection overall. It
is worth noting that similar protection was afforded by the
20-day conditioning exposure which resulted in residual TS
and the two-time exposure that did not. The optimal ‘‘dos-
ing’’ parameters for sound conditioning are difficult to deter-
mine, because the phenomenon depends on a complex inter-
play between species and stimulus variables~see McFadden
and Henderson, 1999!. Nevertheless, it is clear that exposure
duration is an important dosing parameter to consider.

It is interesting that sound conditioning can protect the
cochlea from impulse noise, which can damage the cochlea
by causing direct mechanical failure as well as through meta-
bolic disruption. Whether sound conditioning actually in-
creases resistance to mechanical damage, or whether it only
attenuates damage brought about by metabolic changes is not
clear. However, there is some evidence that the structural
components of the ear may be altered by sound conditioning
in a way that could afford protection from mechanical dam-
age~Hu and Henderson, 1997; Packet al., 1999!.

B. Differences between female and male chinchillas

The results show significant differences between female
and male chinchillas in their response to noise. During sound
conditioning, females consistently showed greater TS than
males. After impulse noise exposure, females developed ap-
proximately 10 dB less PTS at low frequencies, but approxi-
mately 5 dB more PTS at high frequencies than males. The
difference in low-frequency PTS between females and males
was statistically significant and is uncomplicated by pre-
existing threshold differences. The pattern of PTS in sound
conditioned animals was very similar to that reported previ-
ously for animals exposed to impulse noise alone~McFadden
et al., 1999!. In both cases, females had less TS at low fre-
quencies and greater TS at high frequencies than males.
Sound conditioning provided significant protection for both
females and males, with little difference in the magnitude of
protection.

The reasons for the sex differences cannot be deter-
mined from this study. However, since the differences were

observed in chinchillas, extraneous factors such as differ-
ences in noise exposure history, recreational activities, and
dietary factors can be ruled out. One possibility is that sex/
gender differences in susceptibility to NIHL arise from
acoustical properties of the outer and middle ears, as has
been demonstrated for humans~Hellstrom, 1995!. A second
possibility is that sex/gender differences arise from basic
physiological differences between female and male cochleas.
Interestingly, Millset al. ~1999! recently reported that male
rats are more susceptible to kanamycin ototoxicity than fe-
male rats, a difference that clearly cannot be attributed to
acoustical properties of the ear. McFaddenet al. ~1998! ob-
served changes in otoacoustic emissions in a human male
treated with estrogen, indicating that sex hormones can in-
fluence outer hair cell function. Because the outer hair cell
system is a likely candidate as a site for conditioning-
induced changes~Canlon, 1996; Canlon and Fransson, 1995;
Hu and Henderson, 1997!, observations such as this may be
important for understanding the sex differences we have ob-
served in chinchillas. Future studies using the chinchilla may
help determine the relative importance of anatomical and
physiological factors in sex/gender differences in sound con-
ditioning and susceptibility to NIHL.
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The purpose of this report is to present new data that provide a novel perspective on temporal
masking, different from that found in the classical auditory literature on this topic. Specifically,
measurement conditions are presented that minimize rather than maximize temporal spread of
masking for a gated~200-ms! narrow-band~405-Hz-wide! noise masker logarithmically centered at
2500 Hz. Masked detection thresholds were measured for brief sinusoids in a two-interval,
forced-choice~2IFC! task. Detection was measured at each of 43 temporal positions within the
signal observation interval for the sinusoidal signal presented either preceding, during, or following
the gating of the masker, which was centered temporally within each 500-ms observation interval.
Results are presented for three listeners; first, for detection of a 1900-Hz signal across a range of
masker component levels~0–70 dB SPL! and, second, for masked detection as a function of signal
frequency (f s5500– 5000 Hz) for a fixed masker component level~40 dB SPL!. For signals
presented off-frequency from the masker, and at low-to-moderate masker levels, the resulting
temporal masking functions are characterized by sharp temporal edges. The sharpness of the edges
is accentuated by complex patterns of temporal overshoot and undershoot, corresponding with
diminished and enhanced detection, respectively, at both masker onset and offset. This information
about the onset and offset timing of the gated masker is faithfully represented in the temporal
masking functions over the full decade range of signal frequencies~except for f s52500 Hz
presented at the center frequency of the masker!. The precise representation of the timing
information is remarkable considering that the temporal envelope characteristics of the gated masker
are evident in the remote masking response at least two octaves below the frequencies of the masker
at a cochlear place where little or no masker activity would be expected. This general enhancement
of the temporal edges of the masking response is reminiscent of spectral edge enhancement by
lateral suppression/inhibition. ©2000 Acoustical Society of America.@S0001-4966~00!03504-9#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Fe, 43.66.Mk@RVS#

INTRODUCTION

A traditional textbook depiction of temporal masking
from Zwicker and Fastl~1990! is shown in Fig. 1. This ide-
alized temporal masking function represents increased detec-
tion thresholds for a brief signal measured at selected times
preceding, during, and following the presentation of a gated
masker. Temporal spread of masking, in this idealized ex-
ample, extends backward in time before masker onset~i.e.,
backward masking! and forward in time after masker offset
~i.e., forward masking!. The temporal spread of masking is
usually more prolonged at masker offset than at masker on-
set. The extent of the temporal spread of masking is depen-
dent on a number of factors, especially the relative frequen-
cies of the signal and masker and the masker presentation
level ~see Soderquistet al., 1981; Moore, 1989!. In general,
classical patterns of temporal masking like that depicted in
Fig. 1 are reported for spectrally matched or spectrally simi-
lar signal and masker conditions for masker sensation levels
.40 dB ~Moore, 1989!.

In this report, we present temporal masking functions
that are very different from the classical pattern depicted in

Fig. 1. Of interest in this study are measurement conditions
that restrict and minimize, rather than accentuate, temporal
spread of masking. In experiment 1, we evaluated the effect
of masker level, including sensation levels,40 dB, on the
temporal masking response measured for a brief signal pre-
sented off-frequency from the frequencies of the masker. In
experiment 2, we systematically evaluated the effect of sig-
nal frequency on the temporal masking response. We
sampled detection over a 5000-Hz range of signals presented
off-frequency from the frequencies of the masker, both be-
low and above the masker spectral components. An incre-
ment signal presented at the logarithmic center frequency of
the masker band was also evaluated and provided an on-
frequency signal/masker measurement of the temporal mask-
ing response. In experiment 3, we performed additional ex-
periments to elucidate the nature of the temporal masking
response at signal frequencies very distant from the masker
frequencies.

In each of the three experiments, we carefully sampled
detection of a brief probe signal at selected times before the
onset of a masker, during the gated masker, and after masker
offset, with detailed sampling around masker onset and off-
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set to assess temporal edge effects. Our motivation for prob-
ing the masker response carefully in time, under conditions
of reduced temporal spread of masking, is considered below
in terms of the underlying peripheral adaptation response
expected to the masker. The temporal masking results de-
scribed here reveal an auditory temporal microstructure char-
acterized by complex patterns of diminished and enhanced
masked signal detection coinciding with the gated masker’s
temporal onset and offset. These complex detection patterns
appear to accentuate and sharpen the perceptual representa-
tion of the temporal edges of the masker in a manner not
previously described.

I. BACKGROUND AND RATIONALE

The temporal masking experiments described in this re-
port were motivated by a pair of features that characterize
peripheral neutral adaptation for low-threshold, high-
spontaneous rate, primary auditory afferent fibers. These fea-
tures are highlighted in Fig. 2. This figure from Eggermont
~1985! models the adapting single-unit discharge rate in re-
sponse to a toneburst. The first feature of interest is the large
peak in the neural firing pattern at stimulus onset. The firing
rate then decays exponentially over time, despite continued
stimulation. Ultimately, the firing rate is reduced by about
half and a steady state response is achieved. This reduction
in the discharge rate between the unadapted and the adapted
neural responses corresponds to a change of about 3–5 dB
~Smith and Zwislocki, 1975!. The second feature of interest
is that the single-unit spontaneous discharge activity is mo-
mentarily suppressed immediately following stimulus offset.
The spontaneous firing rate then recovers with an exponen-

tial time course somewhat longer than the response decay at
stimulus onset~Smith, 1977; Harris and Dallas, 1979!.

Adaptation processes underlying the neural response de-
cay in onset firing rate are widely believed to contribute to
auditory masking~see Bacon and Smith, 1991; Green, 1969;
McFadden and Champlin, 1990; Smith, 1979!. The basis of
this belief is the fact that detection thresholds are elevated
more in simultaneous masking tasks for brief signals pre-
sented at or near the temporal onset of a gated masker than
for signals presented at later times within the gated masker.
This exaggerated masking effect, which has been studied ex-
tensively, is termed ‘‘temporal overshoot’’~e.g., Bacon and
Smith, 1991; Bacon and Viemeister, 1985a; Carlyon and
White, 1992; Elliott, 1965; Green, 1969; Zwicker, 1965!. An
overshoot pattern near masker offset has also been docu-
mented and is sometimes referred to as a ‘‘bounce’’~Bacon
and Moore, 1986; Bacon and Viemeister, 1985b; Bacon
et al., 1989; Elliott, 1969; Leshowitz and Cudahy, 1972;
Soderquistet al., 1981; Wright, 1991!. This offset overshoot,
which is usually smaller in amplitude than onset overshoot,
has received relatively much less attention in the literature
than temporal overshoot at masker onset. The origin of the
‘‘bounce’’ is not known, but it is generally believed to be
mediated by central auditory processes~Bacon and Moore,
1986; Bacon and Viemeister, 1985b; Elliott, 1965!. This be-
lief is attributable largely to the fact that there is no corre-
sponding increase in neural firing rate at stimulus offset to
explain the bounce~see Fig. 2!. Neither temporal overshoot
at masker onset nor masker offset are represented in the tra-
ditional textbook depiction of temporal masking shown in
Fig. 1.

If temporal overshoot is due in part to the adapting neu-
ral discharge rate at masker onset, then it is perplexing that
there is not some psychophysical evidence for a transient
reduction in masker effectiveness, or unmasking, associated
with the suppression of spontaneous neural activity immedi-
ately following masker offset~see Fig. 2!. Perhaps this is
because traditional forward-masking protocols have rou-
tinely used spectrally matched signals and masker stimuli or
signals sharing frequencies in common with those of the
masker to evaluate the listener’s response to the masker~see
Moore, 1989!. Such stimuli would not appear to be condu-
cive to probing transient reductions in masker effectiveness
over time because a set of neural fibers in a refractory state at
masker offset would be unresponsive and temporarily unable
to respond either to the masker or probe signal activating the
same fibers. It is this refractory process and the subsequent
recovery from short-term peripheral adaptation that have, un-
til recently, been assumed to explain forward masking~see
Relkin and Turner, 1988; Shannon, 1990; Turneret al.,
1994!. At issue in this study is the nature of the temporal
masking response measured for signals presented off-
frequency from the masker frequencies. These are stimulus
conditions for which the signal and masker are probably not
subjected to simultaneous refractory and adaptation pro-
cesses and, therefore, conditions for which it appeared fea-
sible to probe transient reductions in masker effectiveness.

There is very little good evidence for temporal unmask-
ing in the traditional auditory literature. The most widely

FIG. 1. Schematic representation of the three components of the temporal
masking function:~1! pre- ~backward! masking—diminished detection for a
probe that precedes the masker onset;~2! perstimulatory or simultaneous
masking—diminished detection for a brief probe presented during the on-
time of a longer masker; and~3! post- ~forward! masking—diminished de-
tection for a probe that follows the masker offset. Note that post-masking
uses a different time origin than pre-masking and simultaneous masking
~from Zwicker and Fastl, 1990!.

FIG. 2. Simulation of perstimulatory adaptation and recovery of spontane-
ous rate for an auditory nerve fiber in response to toneburst stimulation
represented by step waveform a~from Eggermont, 1985!.
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cited reports described facilitation or sensitization processes
~Moore and Welsh, 1970; Rubin, 1960; Zwislockiet al.,
1959!. The basic concepts assume that residual auditory ex-
citation produced by a conditioning stimulus reduces the de-
tection threshold for a signal that precedes or follows the
conditioning stimulus. These enhancement processes both
suppose much longer time intervals between the masker and
the signal than is represented in Fig. 2 by the temporal
course of recovery from suppression of spontaneous activity
due to peripheral adaptation. In this report we will present
new evidence of temporal unmasking at masker offset. We
have successfully modeled this unmasking pattern and it ap-
pears to be the inverse counterpart to the temporal overshoot
pattern measured at masker onset~Formby et al., 1998b,
1999!. Accordingly, we will refer to this phenomenon as
temporal undershoot. Other evidence of temporal undershoot
near masker onset will also be presented. Whatever the ex-
planation for this onset undershoot, it appears to be more
complex than one might predict from knowledge of periph-
eral adaptation at the level of single units.

II. GENERAL METHOD

A. Subjects

Three adult listeners ages 25~JS!, 43 ~BS!, and 45~CF!
years participated as subjects in this series of experiments.
Each subject had audiometrically normal hearing sensitivity.
Listeners JS and BS were paid for their participation. Lis-
tener CF was the senior author. Each subject had previous
experience as a listener in our laboratory and was well prac-
ticed on the temporal masked detection task prior to formal
data collection.

The experiments were performed over roughly a two-
year period, during which time each listener contributed a
total of about 180–190 h to this project. This effort for lis-
teners CF and JS was distributed relatively uniformly over
the two years, whereas the listening schedule for BS was
arranged around out-of-town work assignments. His avail-
ability typically alternated on and off in two or three month
blocks, requiring him to complete three to four sessions a
week when available.

B. Apparatus and stimuli

All stimuli were produced using Tucker-Davis Technol-
ogy ~TDT! hardware. The signal and masker were generated
digitally by programming an array processor~TDT, model
AP2! to implement an inverse Fast Fourier Transform~FFT!
procedure. The narrow-band noise masker was produced in
the frequency domain by specifying equal magnitude and
random phase for each sinusoidal component~frequency bin-
width of 9.7 Hz! within the masker passband. The inverse
FFT procedure provided a 102.4-ms temporal waveform that
was repeated and windowed to produce a 200-ms masker
with the desired rise/fall ramps. For the off-frequency signal
conditions, each tone-pip signal was generated in an identical
manner as that described for the masker~i.e., with random
phase!, but using only a single frequency component. The
masker and signal were added to produce the masker and
signal stimulus waveform. For the on-frequency signal con-

dition, the signal was created by setting the magnitude of the
center frequency component (f s52500 Hz) of the masker to
the desired level within the duration of the signal and speci-
fying the desired rise/fall ramps. The signal component and
the corresponding 2500-Hz component of the masker there-
fore had identical phase in this condition for all signal loca-
tions ~i.e., before, within, or after the masker!.

The masker and signal were played via a digital-to-
analog converter~DAC! ~TDT, model DA1! with 16-bit pre-
cision and a sampling period of 25ms. The DAC output was
low-pass filtered~TDT, model FT5-9! below 7500 Hz to
prevent aliasing, then attenuated~TDT, model PA4 and
model SM3! and routed~TDT, model HB5! to an earphone
~Telephonics, model TDH-39! for presentation to the right
ear of each subject. The subject was seated in front of a
monitor and keyboard in a sound-attenuating double-wall
room for these experiments.

The masker stimulus in all experiments was approxi-
mately a critical-band noise logarithmically centered at 2500
Hz. The nominal masker bandwidth extended from 2367 to
2767 Hz; the measured masker bandwidth was about 405 Hz.
The attenuation of the energy outside of the nominal masker
bandwidth was very steep and was at least 150 dB per oc-
tave. The masker duration was 200 ms, exclusive of 2-ms
linear rise/fall ramps. The sinusoidal signal frequency~fs!
was gated with 2-ms linear rise/fall ramps and had a 5-ms
plateau.

C. Procedure

The listener’s task in these experiments was to detect the
signal, which was presented with equal likelihood in one of
two visually cued 500-ms observation intervals of each trial.
The narrow-band noise masker was presented in both obser-
vation intervals of each trial. Within each observation inter-
val, the masker was gated fully on at 150 ms and fully off at
350 ms. Each stimulus had a different set of random phases
chosen for each interval of every trial. At the conclusion of
the second observation interval of each trial~500-ms inter-
stimulus interval! the listener entered his response~via com-
puter keyboard!, indicating the observation interval that he
perceived to contain the signal. Visual feedback for the cor-
rect observation interval was then provided on the computer
monitor.

A computer algorithm controlled the level of the signal,
which the listener tracked adaptively across a block of 40
two-interval, forced-choice~2IFC! trials to estimate a 70.7%
correct detection threshold. The adaptive algorithm de-
creased the signal level after two consecutive correct re-
sponses and increased the level after an incorrect response
~Levitt, 1971!. The level of the signal was decreased~or
increased! from the starting value with steps of 5 dB for the
first three response reversals. Thereafter, the signal level was
increased or decreased with 2-dB steps. The estimate of the
threshold level for a given block of trials was based on the
arithmetic mean of the signal level at the last even number of
reversals~typically 8–12! for the small adaptive steps. For
the on-frequency condition, masked detection threshold was
calculated as the level of an uncorrelated signal that when
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added to the masker would have produced the measured
threshold level of the incremented signal component.

It is customary in our laboratory to base a listener’s
average detection threshold for a given condition on three
consistent estimates obtained from three blocks of trials, all
yielding threshold values within 5 dB of one another. We
used this criterion to obtain a masked detection threshold at
each of 43 signal temporal positions within the 500-ms ob-
servation interval. Temporal masking functions were con-
structed from these data. For some signal temporal positions,
this strict performance criterion required the listener to pro-
duce as many as 10 or 11 threshold estimates to achieve
three consistent values. Usually, however, estimates from
about four or five blocks of trials were sufficient to achieve
three consistent estimates for averaging. The very low reli-
ability at certain signal temporal positions within the obser-
vation interval is curious and, ultimately, motivated us to
conduct an analysis that is considered later in this report.

Shown in Table I is a list of the 43 signal temporal
positions that we used in experiments 1 and 2. Thirteen ad-
ditional signal temporal positions were evaluated in experi-
ment 3 and these are also presented in Table I. The temporal
positions reported are referenced to the onset of the 500-ms
signal observation interval and correspond to the temporal
center of the signal. The order of presentation of the 43 sig-
nal temporal positions depended on a randomly selected or-
der of 7 grouping sequences. Each grouping sequence con-
sisted of a fixed set of five to seven signal temporal positions
that were always presented in the same order. The signal
temporal positions within a given set either corresponded
closely in time or sampled a common portion of the obser-
vation interval~e.g., the signal was presented in one set prior
to masker onset, in another set following masker offset, and
in other sets within the duration of the masker; sets of signal
temporal positions also sampled detection immediately
around the temporal onset or offset of the masker to assess
temporal edge effects!.

Within a given listening session, usually lasting about
1.5–2.0 hr for listeners CF and BS, from five to seven of the
grouping sequences were randomly selected for presentation
to these listeners. Listener JS typically listened in sessions
lasting about 0.5 to 1.0 h~over a lunch break! in which he
was randomly presented three or four of the grouping se-
quences within a session. On average, to construct the tem-
poral masking function for a given signal condition, each
listener required about 11 h to achieve 3 consistent thresh-
olds for all of the 43 signal temporal positions.

III. EXPERIMENT 1: EFFECT OF MASKER LEVEL

A. Overview

In experiment 1, our purpose was to measure the effect
of masker level on temporal masking of an off-frequency
signal ~Formbyet al., 1997!. The signal used in this experi-
ment was presented atf s51900 Hz. We measured temporal
masking functions as a function of masker component level
~0 to 70 dB SPL in 10-dB increments!, as well as in quiet.
The corresponding equivalent masker spectrum levels ranged
from N05210 to 60 dB SPL and the corresponding overall
rms levels ranged from about 16 to 86 dB SPL.

B. Results

Shown in separate panels of Fig. 3 are the individual
temporal masking functions for each of the three listeners for
each masker component level. Each column represents one
listener and each row shows a different value of masker com-
ponent level. The shaded region in each panel indicates the
temporal extent and the level of the components of the noise
masker. Onset and offset effects can be seen emerging in the
temporal masking functions for each listener at masker levels
of 10 and 20 dB, and are clearly evident at both the onset and
offset of the masker for CF for masker levels of 30 and 40
dB. These onset and offset effects are also evident, but to a
lesser extent, for JS. Listener BS exhibits evidence of under-
shoot, but not overshoot, at masker onset for a masker level
of 30 dB, and only overshoot at 40 dB. These complex pat-
terns of temporal undershoot and overshoot persist to vary-
ing degrees for all three listeners for the masker presented at
50, 60, and 70 dB SPL. The latter set of temporal masking
functions is, in general, characterized by steep skirts at
masker onset and offset, especially for masker levels 50 and
60 dB. These steep skirts provide very sharp definition of the
temporal edges of the masker. Backward spread of masking
was evident at masker onset for all three listeners for the
masker presented at 70 dB and for CF for the 60-dB masker
component level. Notably, as overshoot and backward and
forward masking became more prominent for these high-
level masker conditions, undershoot was either obscured or
became less obvious in the temporal masking functions, es-
pecially at masker onset.

To summarize trends in the onset and offset dynamics
and steady state properties of the temporal masking functions
in Fig. 3, we performed some simple quantitative analyses.
These analyses used the points identified for listener CF in
the panel displaying his results for the 40-dB masker com-
ponent level. These points included the maximum~max! and
minimum ~min! masked detection thresholds measured at

TABLE I. Signal temporal positions presented in experiments 1, 2, and 3. All values shown are referenced to the onset of the 500-ms signal observation
interval. Each value is presented in ms and corresponds to the temporal center of the signal. The values in parentheses are the 13 additional signal temporal
positions presented only in experiment 3.

50 100 120 130 140 141 142 144 ~145! 146 148 150 151 152 154 155
156 158 160 165 170 ~175! 180 190 200 ~220! ~240! 250 ~260! ~280! 300 ~310!

~320! 325 ~330! ~335! 340 341 342 344 ~345! 346 348 350 351 352 354 355
356 358 ~359! 360 370 380 ~400! 450
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FIG. 3. Temporal masking functions for a brief sinusoidal probe presented atf s51900 Hz masked by a critical-band noise centered at 2500 Hz. Results for
one masker level are displayed in each row, with masker component level increasing systematically downward within each column. In each column, results
are presented separately for an individual listener~identified by initials within each panel!. In each panel, a single point on the temporal masking function
represents the arithmetic mean of three consistent masked detection threshold estimates. A mean~across each of the 43 signal temporal positions! quiet
threshold~61 standard deviation bars! for each listener is shown by the open symbol in the lower left corner of each panel in the series. Dashed vertical lines
at 150 and 350 ms indicate the nominal temporal onset and offset of the masker. The shaded region in each panel represents the masker level for the
corresponding measurement condition. The identified data points denoted in the panel containing the temporal masking function measured for listener CF for
the 40-dB masker component level correspond to the maximum~max! and minimum~min! masked detection threshold values measured near masker onset and
offset. The mid-point threshold value~measured at 250 ms in the signal observation interval! corresponds to steady state masked detection. These specific
points will be used in subsequent analyses.
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masker onset and offset for each of the temporal masking
functions shown in Fig. 3. We also evaluated the masked
detection thresholds measured at the temporal center~mid,
250 ms! of the observation interval~and of the masker!.
These mid-point thresholds provide reasonable estimates of

the steady state response to the masker. Our analyses were
based on masked detection data normalized for each listener
relative to his individual quiet detection threshold measured
at each of the 43 signal temporal positions. The normalized
max and min values at masker onset and offset and the mid-

FIG. 3. ~Continued.!
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point values were calculated separately for each listener.
Values for each index were then averaged across the listeners
to obtain the group results that are displayed in Fig. 4 as a
function of masker component level.

Two different time windows are represented and identi-
fied in the two panels of Fig. 4. Each window provides a
different perspective on the auditory processing. The one in
the top panel assumes that our listeners centered a small
~64-ms! rectangular temporal window symmetrically in time
around the onset~at 150 ms in the observation interval! and
offset ~at 350 ms in the observation interval! of the masker.
This window is typical of estimates of the equivalent rectan-
gular duration for the human auditory temporal window
~Plack and Moore, 1990! and is consistent with the nominal
signal duration~;9 ms! used throughout this study. The
window considered in the lower panel assumes that our lis-
teners set a larger~620-ms! rectangular temporal window
around masker onset and offset to establish the max and min
values. Past estimates of the ‘‘skirts’’ of the auditory tempo-
ral window at 2000 Hz suggest that our listeners likely had
access to temporal information about the masker onset and
offset dynamics over at least this range of times~see Moore
et al., 1988!.

In Fig. 4 onset minima are shown by unfilled circles and
offset minima by unfilled diamonds. For comparison, the on-
set and offset maxima are shown by the respective filled
symbols and the temporal mid-point thresholds are shown by
filled inverted triangles. Consider initially the min threshold

values, corresponding to undershoot conditions. Two pat-
terns are of interest. First, within a given temporal window,
the onset and offset minima were similar in magnitude. Sec-
ond, for the 64-ms time window, the minima thresholds
differed most from the mid-point thresholds at moderate
masker levels. At the extreme low and high masker levels,
the minima and mid-point thresholds converged. In contrast,
minima for the620-ms time window were virtually uniform
across masker level; most values fell below 0 dB SL. On
average, these minima values were about 3–6 dB below the
quiet threshold.

The onset and offset threshold maxima, corresponding
to overshoot conditions, behaved very differently than the
threshold minima. These maxima increased systematically as
a function of masker level in both panels. Onset maxima
were consistently greater than offset maxima and spanned a
range of about 45 dB across the 70-dB range of masker lev-
els. The offset maxima thresholds were generally similar to
the mid-point thresholds and spanned a range of about 30 dB
across masker component level in each panel. Thus, on av-
erage, there was very little evidence of an ‘‘offset bounce’’
in these group results despite evidence to the contrary among
the individual data in Fig. 3.

Estimates of temporal overshoot in each temporal win-
dow are shown in Fig. 5 as a function of masker component
level. These results represent the dB difference between the
respective maxima masked detection thresholds measured at
masker onset~filled circles! or offset ~filled diamonds! and
the corresponding mid-point~inverted triangles! masked de-
tection thresholds from Fig. 4 for each masker component
level. The amount of temporal overshoot at masker onset
was usually<10 dB in both time windows, except at the

FIG. 4. Group average minima~min! and maxima~max! masked detection
threshold values measured at masker onset and offset are shown as a func-
tion of masker component level for64-ms~top panel! and620-ms~bottom
panel! temporal windows centered symmetrically in time around the onset
or offset of the masker. Mid-point masked detection thresholds, correspond-
ing to steady state values measured at the 250-ms signal temporal position,
are also shown for the group. All min, max, and mid-point values were
normalized relative to each listener’s quiet threshold for the corresponding
temporal location of the probe signal prior to calculating each group mean
value.

FIG. 5. Group average estimates of temporal overshoot at masker onset and
offset are shown as a function of masker component level for the64-ms
~top panel! and620-ms~bottom panel! temporal windows.
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highest masker levels. The largest amount of temporal over-
shoot~17 dB! at masker onset was obtained for the highest
masker component level within the larger time window.
Temporal overshoot at masker offset was nominal, typically
amounting to 5 dB or less across masker component level in
both the64-ms and620-ms time windows.

Dynamic changes in the temporal masking functions at
masker onset and offset were quantified by subtracting the
min masked detection thresholds from the corresponding
max masked detection thresholds~shown in Fig. 4!. These
max–min difference results are shown as a function of
masker component level at masker onset~circles! and offset
~diamonds! in Fig. 6 for the64-ms and620-ms temporal
windows. Max–min differences were typically greater at
masker onset than at offset and increased both as the time
window was expanded and as a function of masker compo-
nent level. An asymptotic effect was evident for the max–
min difference values at the higher masker levels for the
64-ms time window. The largest max–min difference values
for this smaller time window were about 24 and 17 dB at
masker onset and offset, respectively. By contrast, the max–
min difference values for the620-ms time window in-
creased systematically with increasing masker component
level, with the largest value exceeding 55 dB at masker onset
versus about 35 dB at masker offset.1

C. Discussion

The temporal masking functions measured in experi-
ment 1 and presented in Fig. 3 are very different from the
idealized representation of temporal masking depicted in Fig.
1. We are not aware that temporal undershoot patterns of the

kind shown in Fig. 3 have been reported previously in the
auditory literature. Nor is there much evidence in the classi-
cal literature for temporal masking functions with edges at
masker onset and offset as steep as those reported here. In
contrast, the patterns of temporal overshoot, which we rou-
tinely measured in the temporal masking functions at masker
onset, and the ‘‘overshoot bounce,’’ which was common~but
less well represented! at masker offset, are established audi-
tory phenomena~although neither is depicted in the idealized
textbook representation of temporal masking shown in Fig.
1!.

One of the most remarkable findings in Fig. 3 was the
very sizable fluctuation in the microstructure of the temporal
masking functions for a given listener. In some panels, the
masked detection thresholds varied widely over very small
changes in the temporal location of the signal, especially
near the onset and offset of the masker. Some of the vari-
ability is undoubtedly due to the use of a narrow-band
masker, which is characterized by sizable random time-
intensity fluctuations in the temporal envelope properties.
These stimulus fluctuations are not large enough, however,
to explain the behavior of the threshold microstructure.2

The large fluctuation in individual performance appar-
ently is not random. This substantial, but orderly, variability
can be demonstrated in two different ways. Consider first the
pattern of the average standard deviation data for each indi-
vidual listener and the composite data for the group. These
data, shown in Fig. 7~a!, are the standard deviation values
averaged for all of the masked detection thresholds measured
across all eight masker component levels at each of the 43
signal temporal positions. The behavior of both these indi-
vidual and group standard deviation values closely mirrors
the overshoot and undershoot effects that exaggerated the
edges of the temporal masking functions shown for each lis-
tener in Fig. 3. A second way of representing this lawful
variability is shown by the ‘‘repeatability’’ function in Fig.
7~b!. This function highlights the contrasting ease and diffi-
culty that our listeners encountered in achieving repeatable
masked detection thresholds at different signal temporal lo-
cations. For some threshold points, as many as 10 or 11
blocks of trials were required for a given listener to obtain 3
consistent estimates. For other points, the threshold estimates
were readily repeatable and only three or four blocks of trials
were needed to achieve consistent performance for a given
condition. To produce the reliability function, the total num-
ber of blocks required to achieve three consistent thresholds
at each signal temporal position has been summed across all
three listeners and across the eight masker component levels
~0–70 dB SPL!, and an average for the three listeners was
calculated at each signal temporal position. The resulting re-
peatability function also shares the same general pattern of
fluctuating microstructure evident in the standard deviation
data and in many of the individual temporal masking func-
tions shown in Fig. 3.

It is notable that the greatest overshoot values~17 dB!
estimated from the summary data in Fig. 5 were roughly
three-fold larger than the greatest undershoot values~about 6
dB! in Fig. 4. Thus in combination together, our listeners
could potentially accrue an average maximum dynamic onset

FIG. 6. Group average max–min threshold difference values at masker on-
set and offset were calculated from the respective values in Fig. 4 and are
shown as a function of masker component level for the64-ms ~top panel!
and620-ms~bottom panel! temporal windows.
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cue amounting to 23 dB from the undershoot and overshoot
effects at masker onset. This 23-dB dynamic onset cue is in
addition to the steady state masking response represented by
the average threshold difference between the quiet and mid-
point thresholds of the temporal masking function. In con-
trast, the largest dynamic cue available to our listeners at
masker offset was only about half as large as that found at
masker onset, and the contribution from the overshoot and
undershoot components was roughly equivalent. Cues for
dynamic change from overshoot and undershoot were there-
fore much more prominently represented in the temporal
masking functions at masker onset than at masker offset,
which is in agreement with reports of acoustic onsets consis-
tently being more detectable than acoustic offsets~see Zera
and Green, 1993!. This result is in direct conflict with the
standard deviation data and the repeatability function~see
Fig. 7!, which both revealed overshootlike patterns of com-
parable magnitude in the onset and offset microstructure.

Finally, the growth of the onset temporal masking re-

sponse in Fig. 3 is highly nonlinear across the range of
masker component levels from 0 to 70 dB SPL, and this
nonlinearity can be monitored visually by comparing these
masked detection thresholds with respect to the linear growth
of the masker component levels represented by the shaded
region in each panel. Overall, the growth trend of these tem-
poral masking data suggests that the onset response to the
masker is relatively more effective at low sound levels and
less effective at intermediate levels. This nonlinear growth
trend is consistent with a growing body of psychoacoustic
data suggesting that normal cochlear function reflects fast-
acting compressive properties of the basilar membrane re-
sponse at moderate sound levels~Moore, 1995; Moore and
Oxenham, 1998!.3 In contrast to the compressive behavior of
the onset response, the steady state response estimated from
the temporal mid-point values of the temporal masking func-
tions reflects relatively linear growth of masking, with a
slope of about 0.5~see inverted triangles in Fig. 4!.

FIG. 7. Individual and group standard deviation values
averaged for all of the masked detection thresholds
measured in experiment 1 are shown in the top set of
four panels in~a!. The standard deviation values have
been averaged across all eight conditions of masker
component level~0–70 dB SPL! and are shown as a
function of signal temporal position. The group repeat-
ability function in the bottom panel~b! represents the
total number of blocks that were measured on average
for each of three listeners across all eight masker com-
ponent levels~0–70 dB SPL! to achieve three consis-
tent threshold estimates at each signal temporal position
for the temporal masking results shown in Fig. 3.
Dashed vertical lines in each panel indicate the nominal
temporal onset and offset of the gated masker.
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IV. EXPERIMENT 2: EFFECT OF SIGNAL
FREQUENCY

A. Overview

The purpose of experiment 2 was to evaluate changes in
the sharpness of the edges of temporal masking functions
and the persistence and robustness of temporal overshoot and
undershoot across an extended range of off- and on-
frequency signal conditions~Formbyet al., 1998a!. Tempo-
ral masking functions were measured forf s5500, 1500,
2100, 2500, 2975, 3300, and 5000 Hz. The gated masker was
presented at an intermediate sound level~40 dB SPL per
component! for all measurement conditions. This masker
was the same stimulus presented in experiment 1. The three
listeners from experiment 1 again participated in these mea-
surements.

B. Results

The temporal masking functions measured in experi-
ment 2 are shown for the individual listeners in separate
panels of Fig. 8 as a function of signal frequency. The tem-
poral masking functions for the off-frequency signals~f s
5500, 1500, 2100, 2975, 3300, and 5000 Hz! are qualita-

tively similar to the temporal masking functions measured in
experiment 1~shown in Fig. 3!. To facilitate comparison, the
temporal masking functions measured forf s51900 Hz for
the masker components presented at 40 dB SPL from experi-
ment 1 are included in Fig. 8 for each listener. In every
panel, masked detection thresholds were again greatest dur-
ing the gated masker, particularly near masker onset. In gen-
eral, the amount of temporal overshoot for these listeners
was consistent with the ranges reported in experiment 1 for
f s51900 Hz.

The listeners also exhibited varying amounts of temporal
undershoot. These values may be estimated in each panel
with reference to the corresponding quiet thresholds forfs
~shown by the open square symbol!. Listener CF routinely
produced the most undershoot~in some conditions up to
15–20 dB! and JS the least. The temporal undershoot for CF
often coincided with dramatic swings in his masked detec-
tion thresholds near masker onset and offset. For listener CF,
small changes in signal temporal position of only a few mil-
liseconds near the temporal onset and offset of the gated
masker were associated with masked detection thresholds
that in some instances oscillated markedly over a range of
20–30 dB. Listener BS exhibited similarly large fluctuations

FIG. 8. Probe frequency effects in temporal masking for the critical-band masker centered logarithmically at 2500 Hz and presented at a masker component
level of 40 dB SPL. The subject and the frequency of the probe signal,fs, are identified in the top left corner of each panel. Signal frequency increases
systematically from left to right across the panels in each row. Results for the samefs condition are presented within a column. The average quiet detection
threshold~and61 standard deviation bars! is shown in each panel for the respective listener andfs condition.
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in masked detection performance near masker onset and off-
set, especially forf s52975 and 3300 Hz. As we found in
experiment 1, these highly unstable judgements occurred in
temporal transition regions associated with gating of the
masker on and off.

As expected, the masked detection thresholds for each
listener increased as the signal frequencey approached the
masker frequencies. Masked detection thresholds for signal
temporal positions within the gated masker were lowest for
the extreme low~f s5500 and 1500 Hz! and high (f s
55000 Hz) signal frequencies, and were typically in the
range of 30–40 dB SPL. The masked detection thresholds
for the on-frequency signal~f s52500 Hz, the logarithmic
center frequency of the masker! were the highest, exceeding
60 dB SPL for listeners CF and BS and more than 70 dB
SPL for JS.

In addition to the much larger masked detection thresh-
olds for f s52500 Hz, the temporal masking functions for
this on-frequency signal condition were characterized by
both backward and forward temporal spread of masking~i.e.,
preceding and following the gating on and off the masker!.
The temporal spread of masking was much less extensive in
the temporal masking functions for our off-frequency signals
in Fig. 8. This difference in temporal spread of masking for
the on- and off-frequency conditions has perceptual implica-

tions that are considered in subsequent discussion.

C. Discussion

Two trends in these temporal masking functions merit
further consideration. The first is that temporal masking
functions measured for the off-frequency signals share the
same basic structure for all three listeners. Namely, there is
relatively minimal temporal spread of masking, and the onset
and offset edges of the temporal masking functions are very
steep. The steepness of the edges of the temporal masking
functions is further exaggerated by the complex patterns of
temporal overshoot and undershoot coinciding with masker
onset and offset.

It is remarkable that these complex temporal overshoot
and undershoot patterns were evident in the auditory tempo-
ral microstructure of the masking functions for signal fre-
quencies at least 2000 Hz below and above the masker center
frequency~2500 Hz!. The significance of this finding is that
the main temporal envelope characteristics of the gated
masker, although sometimes greatly attenuated, were percep-
tible to our listeners across a range of signal frequencies
spanning at least an order of magnitude. An experiment con-
sidered momentarily indicates that remote masking processes

FIG. 8. ~Continued.!
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are likely responsible for capturing the temporal envelope
properties of the gated masker at frequencies below and dis-
tant from the masker frequencies. Traditional masking pro-
cesses appear to account for the temporal masking results for
signal frequencies higher than the masker frequencies.

The second major trend of note in experiment 2 was the
poor relation between the leading and trailing edges of the
temporal masking functions and the timing of the masker’s
onset and offset, respectively, for the on-frequency signal
condition. There was no evidence of temporal overshoot for
listener JS and only a weak semblance of temporal overshoot
for listeners CF and BS forf s52500 Hz. This weak over-
shoot, however, was most apparent at temporal positions of
the signal just prior to masker onset. Offset temporal over-
shoot was much more strongly represented in the temporal
masking functions, especially for listener BS. His temporal
masking function featured a 25-dB drop in threshold just
before masker offset, and an equivalent threshold elevation
just after masker offset. In fact, the ‘‘bounce’’ in the tempo-
ral masking functions for each listener occurred just after
masker offset forf s52500 Hz. The only evidence of tempo-
ral undershoot~6–7 dB! for f s52500 Hz was obtained for
listener BS~about 20 ms before masker onset!. The implica-
tion of this peculiar general pattern of temporal masking is
that the perceptual representation of the masker forf s
52500 Hz appears to extend in time prior to and later than
the actual times at which the masker was gated on and off.
Thus temporal spread of masking smeared the sharp defini-
tion of the temporal edges of the masker.

V. EXPERIMENT 3: TEMPORAL MASKING AT
FREQUENCIES REMOTE FROM THE MASKER
FREQUENCIES

A. Overview

In an attempt to understand the perceptual processes that
faithfully capture the temporal envelope of our gated masker
at frequencies very distant from the masker frequencies, we
measured new temporal masking functions for listener BS
for f s5500 and 5000 Hz for masker component levels of 50,
60, and 70 dB SPL. We included measurements at 13 addi-
tional signal temporal positions~shown in Table I! for these
experiments. Otherwise the methods were identical to those
used in experiment 2 for measuring the temporal masking
functions for f s5500 and 5000 Hz.

B. Results

The resulting temporal masking functions measured for
f s5500 Hz are shown in Fig. 9 for listener BS. The main
effect of increasing masker level was to enhance and sharpen
the definition of the edges of the temporal masking func-
tions. The temporal edges of his masking function for the
70-dB masker component level were dramatically exagger-
ated by very prominent and well-defined undershoot patterns
at both masker onset and offset. The temporal masking func-
tions for BS were otherwise relatively invariant with masker
level, reflecting virtually the same amount of masking found
for f s5500 Hz when the gated masker was presented at a
component level of 40 dB SPL~see Fig. 3!. In contrast to the

level-invariant masking responses measured forf s
5500 Hz, the temporal masking functions forf s55000 Hz
~not shown! were level-dependent and grew in magnitude
with increasing masker level. For listener BS, overshoot was
more prominently represented forf s55000 Hz than forf s
5500 Hz. As a consequence, the temporal edges of his
masking functions were more exaggerated forf s55000 Hz
than for f s5500 Hz. This latter difference in the masking
functions for f s5500 and 5000 Hz may reflect known dif-
ferences in the temporal response properties of the low- and
high-frequency auditory filters through which these signals
were processed.

C. Discussion

It is somewhat surprising that we obtained any temporal
masking forf s5500 Hz because the corresponding cochlear
place was over two octaves below the masker center fre-
quency and was not expected to respond to the masker.
These results are consistent with remote masking phenomena
described in a series of studies conducted at the Central In-
stitute for the Deaf~CID! in the 1950’s and 1960’s~see

FIG. 9. Temporal masking functions for listener BS are shown forf s
5500 Hz for the critical-band masker centered at 2500 Hz and presented at
masker component levels of 50~top panel!, 60 ~middle panel!, and 70~bot-
tom panel! dB SPL. Each temporal masking function represents masked
detection sampled at 56 different temporal positions of the signal within the
observation interval~see Table I!.
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Bilger and Hirsh, 1956; Deatherageet al., 1957a, b!. For
stimulus conditions similar to those described here, the CID
investigators showed that masked detection thresholds for
low-frequency signals measured in the presence of high-
frequency noise bands were slightly elevated~by about 10
dB! above the quiet signal thresholds. Bilger and Hirsh
~1956! found the amount of remote masking to be relatively
invariant with overall masker level for maskers presented
below about 80 dB SPL. At masker levels.80 dB SPL they
observed remote masking to increase at roughly twice the
rate of the increasing masker level and, at very high SPLs,
the growth rate for remote masking decelerated. The CID
investigators concluded that remote masking reflects a detec-
tion process that captures the temporal envelope properties
of the masker at a remote cochlear site~Deatheridgeet al.,
1957a!.

The level-invariant temporal masking functions mea-
sured for BS forf s5500 Hz provide strong perceptual evi-
dence that the primary features of the temporal envelope of
our gated masker were represented in the remote masking
response. This level-invariant behavior virtually rules out the
possibility that his remote masking response was due to sub-
harmonic or intermodulation distortion processes. We would
not expect these latter processes to be invariant with masker
level. The level-dependent masking forf s55000 Hz appears
to rule out remote masking processes, which are not thought
to be a factor for signal frequencies above the frequencies of
the masker.

VI. GENERAL DISCUSSION

A. Comparison with past measurements of temporal
masking functions

The temporal masking functions measured in this study
are remarkable in several ways. Most notably, in contrast
with classical temporal spread of masking, our temporal
masking functions for off-frequency signal conditions fea-
ture a pattern of restricted masking confined almost entirely
to the masker duration. The edges of the temporal masking
functions were routinely very steep and coincided closely
with masker temporal onset and offset, especially for low to
moderate masker levels. This precise acoustic stamping of
the edges of the temporal masking functions was exagger-
ated by complex overshoot and undershoot patterns.

Although little evidence exists in the auditory literature
for temporal masking functions with temporal edges as pre-
cipitous as those found in this study, the real surprise in our
research was the finding of temporal undershoot near both
onset and offset of the masker. Over the years, temporal
unmasking phenomena have been reported under various la-
bels. This includes backward ‘‘unmasking’’ results obtained
for the special condition where two successive clicks are
presented at very low sensation levels~Moore and Welsh,
1970!. The temporal course of this unmasking effect, aver-
aging about 3 dB, was reported to extend in time uniformly
over at least a 600-ms range of durations between the two
clicks. Forward ‘‘unmasking’’ effects have also been ob-
served following exposure to a low-level masker~,40 dB
SPL! for spectrally similar probe and masker conditions
~Zwislocki et al., 1959; Rubin, 1960; Moore and Welsh,

1970!. This forward unmasking effect may extend in time to
a period of 2 s after masker offset, with the maximum un-
masking effect~about 6–7 dB! about 160 ms after masker
offset. These unmasking effects have been variously termed
‘‘facilitation’’ and ‘‘enhancement,’’ and recently have been
suggested to be a procedural artifact~Miskiewicz et al.,
1994!. Whatever the processes may be, the time courses for
the backward and the forward unmasking conditions noted
above appear to be much longer than that for the temporal
undershoot processes in this report.

In this context, it is important to review some temporal
masking studies that were similar in design to the present
investigation. These studies did not reveal evidence of un-
dershoot nor did they characteristically find steep temporal
edge effects. The study that is most akin to our experiment 1
was reported by Elliott~1969!. She measured detection for a
brief ~5-ms! 1900-Hz tone presented within a silent gap be-
tween the offset and onset of an otherwise temporally con-
tinuous narrowband masker that contained a gap every 1500
ms. Elliott’s masker was a 400-Hz-wide noise band with
‘‘steep’’ skirts. The masker was centered at 2550 Hz and
presented at 70 dB SPL. Elliott’s results reflect both offset
and onset temporal overshoot and temporal spread of mask-
ing, but no evidence of temporal undershoot for silent gaps
as large as 500 ms.

Another study that used a temporal masking paradigm
similar to ours was reported by Soderquistet al. ~1981!.
They measured masked detection thresholds for brief~10-
ms! sinusoidal signals at times preceding, during, and fol-
lowing the presentation of a 250-ms, 1000-Hz sinusoidal
masker delivered at 60 dB SPL. The signals and masker were
both gated with 5-ms rise/fall ramps. Separate temporal
masking functions were measured for eight sinusoidal signal
frequencies between 400 and 1600 Hz. Their temporal mask-
ing functions revealed sharp leading edges, in some cases as
steep as those we obtained at masker onset. Temporal over-
shoot at masker onset was prominent and contributed to the
steep leading edges of their temporal masking functions. The
offset bounce was also well represented in their results de-
spite strong evidence for masker adaptation across the tem-
poral masking functions@resembling closely the pattern of
the standard deviation data in Fig. 7~a! for listener BS#. The
trailing edges of their temporal masking functions at masker
offset were characterized by extensive forward spread of
masking. No consistent evidence of temporal undershoot was
apparent in their data at either masker onset or offset. Results
similar to Soderquistet al. ~1981! were reported earlier by
Leshowitz and Cudahy~1972! for a comparable range of
sinusoidal signal and masker frequencies. Temporal over-
shoot at both masker onset and offset and the influence of
adaptation across the duration of the masker were very
prominently represented in their results, whereas undershoot
was not apparent.

There are at least three possible reasons why the inves-
tigators may not have observed temporal undershoot in these
past experiments. The first and most likely reason was tem-
poral spread of masking associated with relatively high
masker levels~>60 dB SPL!, a potential factor obscuring
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temporal undershoot in each of the three studies reviewed
above. Temporal spread of masking was an obvious factor in
our experiment 1 at high levels of the masker. The elevated
minima thresholds~i.e., poorer detection! within the 64-ms
time window~see Fig. 4 top panel! measured at high masker
levels illustrate this effect. Undershoot was more prominent
at low or moderate masker presentation levels for which tem-
poral spread of masking was more limited. The second rea-
son follows directly from the observation that the most
prominent minima thresholds in experiment 1 were typically
measured within a few milliseconds of masker onset or off-
set. In the three earlier studies, the spacing of the signal
around the masker onset or offset times probably sampled
detection too grossly to reveal these threshold minima. In the
case of Soderquistet al. ~1981!, signal duration may also
have obscured undershoot. Their 10-ms signals~exclusive of
5-ms rise/fall times! may have been too long to reveal
changes in the temporal masking microstructure near masker
onset and offset.

In experiment 2, we presented supporting data for a third
reason why temporal undershoot may not have been evident
in past studies. Namely, we showed that the spread of tem-
poral masking for an on-frequency signal was greater than
that measured for off-frequency signals. This trend is also
evident in Elliott’s ~1969! results and in other temporal
masking data from Osman and Raab~1963!. Their data re-
flect extended temporal masking for click signals presented
at temporal positions preceding the onset and following the
offset gating of broadband noise burst maskers. Indeed, the
temporal masking functions reported by Osman and Raab are
very similar to the on-frequency temporal masking functions
shown in Fig. 8 for listeners CF and JS. This pattern of
temporal masking likely obscured undershoot effects in their
data, as well as in our temporal masking functions.

Thus we surmise that because most temporal masking
studies to date have focused on on-frequency measurement
conditions for which the cochlear place of stimulation has
been the same for both the signal and masker~see Moore,
1989!, undershoot effects have likely been obscured. Probe
signals presented off-frequency from the cochlear location of
primary masker activity, in a nearby less strongly masked
frequency region, apparently offer a better opportunity to
measure unmasking of a brief signal in response to a tran-
sient reduction in masker effectiveness.

B. Explanations for temporal undershoot processes

Below we consider and eliminate some plausiblemecha-
nismsor processesthat might contribute to the temporal un-
dershoot measured in the present study.

1. Peripheral adaptation

Peripheral adaptation processes may account, at least in
part, for the offset undershoot patterns that we obtained, but
apparently cannot explain the onset undershoot patterns
~Formby et al., 1999!. Thus peripheral adaptation can pro-
vide only a partial explanation for the present undershoot
findings.

2. Enhancement and facilitation

Temporal unmasking attributed to facilitation or en-
hancement effects has previously been described only for
on-frequency signal and masker conditions for which we
found no consistent evidence of temporal undershoot. More-
over, we noted earlier that to achieve facilitation/
enhancement effects in past studies the time intervals be-
tween the gating of the signal and the masker were much
longer than those at issue in our measurements.

3. Stochastic resonance

Stochastic resonance is a nonlinear process by which the
addition of a subthreshold background noise may enhance
detection of a subthreshold periodic signal~Wiesenfield and
Moss, 1995!. Normal listeners have been shown to garner
about a 2-dB benefit in detection for a 100-Hz sinusoidal
signal in a subthreshold broadband noise~Zenget al., 1996!.
It is conceivable that our narrow-band masker, which was
characterized by random temporal envelope fluctuations,
might have enhanced detection in remote frequency regions
for which the noise was subthreshold, such asf s5500 and
1500 Hz. However, it seems unlikely that the narrow-band
noise masker was subthreshold in the signal frequency re-
gion (f s51900 Hz) measured in experiment 1 for the 50-dB
masker component level for which undershoot was observed.

4. Negative masking

Negative masking has been reported in a number of ex-
periments for the special condition of a signal presented in a
correlated or in-phase masker~see Hameret al., 1983!.
Negative masking in audition is an artifact of the definition
of the test stimulus level. It is not obtained if the stimulus is
considered in terms of the increment in energy arising from
the addition of the signal to the masker~and the resulting
detection threshold is reported in units of energy!. Negative
masking cannot account for the temporal undershoot ob-
tained in this study because~1! the signal and masker were
uncorrelated for those off-frequency conditions for which we
measured temporal undershoot and~2! temporal undershoot
was not found for the correlated on-frequency signal condi-
tion.

5. Suppressive unmasking

Traditional two-tone suppression, which is highly de-
pendent on the relative frequency values of the experimental
stimuli, probably cannot explain our findings of temporal
undershoot over an order of magnitude range of signal fre-
quencies~Houtgast, 1972; Shannon, 1976!. It is conceivable,
however, that a suppressive unmasking process of the kind
described by Delgutte~1990! in his Fig. 1~d! might provide
an explanation for some of our observations of temporal un-
dershoot. His physiologically based argument was that when
the level of a signal is raised near quiet threshold in the
presence of a simultaneous off-frequency masker the result-
ing neural discharge rate to the signal plus masker will first
decrease. This decrement in firing rate is due to suppression
of the masker activity by the signal. For this special condi-
tion, the masked detection threshold will occur at the level at
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which the neural discharge rate for the signal plus the masker
is lower than the discharge rate for the masker alone by some
probabilistic criterion. The resulting masked detection
threshold will then be lower than the threshold in quiet, and
unmasking will have occurred. Thus temporal undershoot
could be explained by suppression of masker activity by the
off-frequency signal during the weak masking transitional
periods immediately pre- and post-gating of the masker.
These special conditions correspond to periods of nominal
simultaneous temporal overlap between the rise/fall ramps of
the signal and masker. Suppressive unmasking effects might
therefore provide a plausible explanation for temporal under-
shoot effects for at least some of the local off-frequency
signal conditions.

A set of seemingly related physiological experiments
from Hill and Palmer~1991! are especially noteworthy. They
described suppressivelike unmasking in single-unit discharge
rate responses when a gated 200-ms suppressor tone was
presented in combination with a temporally continuous probe
tone of different frequency. The resulting two-tone response
was characterized by brief decrements in neural discharge
rate coincident with the onset and following the offset of the
test ~suppressor! tone. Hill and Palmer also reported gener-
ally similar onset and offset decrements in rate responses
measured for excitatory test tones presented in isolation.
These surprising decrement responses to single-tone stimula-
tion, however, were usually not as well represented as those
observed in their two-tone responses and the response dec-
rements were not evident for all fibers. Hill and Palmer noted
that the responses to isolated single tones never reflected
evidence of suppression bands next to the response area of
the auditory nerve fiber and, therefore, traditional suppres-
sion processes probably cannot explain their observations.
They concluded that the appearance of transient onset sup-
pression in the rate responses to single tones provides evi-
dence that, under certain conditions, excitatory stimuli can
exert a short-latency suppression on peripheral neural spike
generation. Thus their findings provide physiological evi-
dence of both onset and offset suppression effects in the
peripheral neural rate responses to two-tone off-frequency
stimuli and to single tones.

6. Dual recovery processes

Nizami and Schneider~1994! presented evidence of
nonmonotonic recovery patterns from forward masking for
an on-frequency probe/masker paradigm. Notable in their
data was a prominent supra-threshold improvement in detec-
tion occurring 5.5 ms after the masker was gated off. The
timing of this enhancement occurred for a relative signal
temporal position similar to that at which we often observed
temporal undershoot following masker offset. Nizami and
Schneider offered a tentative explanation for the nonmono-
tonic forward masking recovery pattern based upon the sup-
position that low-threshold high-spontaneous rate fibers and
high-threshold low-spontaneous rate fibers recover from au-
ditory activation~by the masker! at different rates. They as-
sumed the effect to be analogous to the differential threshold
recovery pattern to light adaptation reported in vision for rod
and cone sensory cells within the retina. This explanation

might be tenable for high-level maskers, but would not likely
account for the temporal undershoot that we measured for
the low-level maskers in experiment 1.

C. Temporal overshoot processes

The prominent patterns of temporal overshoot measured
near masker onset and offset for the off-frequency signal
conditions in this study are notable because most past reports
have indicated that the amount of overshoot for tonal and
narrow-band maskers is greater whenf m. f s than when
f m< f s ~see Wright, 1991!. It is not obvious in our temporal
masking functions that the amount of temporal overshoot
was appreciably greater forfs presented either above or be-
low the frequencies of the masker. The results for all three
listeners forf s52500 Hz are generally consistent with past
findings, which reveal relatively little evidence of onset tem-
poral overshoot for on-frequency signal and masker condi-
tions~see Wright, 1991!. Also it is notable that the amount of
temporal overshoot measured at masker onset forf s
51900 Hz generally increased with increasing masker level
~Fig. 5!. Some past reports, based on different stimulus con-
ditions, indicate that the amount of onset temporal overshoot
may either asymptote or decline at higher masker levels~Ba-
con, 1990; Fastl, 1976; Schmidt and Zwicker, 1991;
Zwicker, 1965!.

The mechanisms that are responsible for these temporal
overshoot phenomena are not known~Bacon and Smith,
1991; Green, 1969!. Onset overshoot is usually ascribed to a
composite of physiological processes, including active
cochlear processes, peripheral adaptation, and central neural
effects ~Bacon and Takahashi, 1992; Carlyon and Sloan,
1987; Champlin and McFadden, 1989; Kimberleyet al.,
1989; McFadden, 1989; McFadden and Champlin, 1990!.
Other processes also likely contribute to onset overshoot, but
these are poorly understood. Processes involved in offset
overshoot are even more speculative and have been attrib-
uted to backward masking produced by central auditory neu-
ral offset responses~Elliott, 1965!. There is evidence that
some central auditory neurons increase their firing rates near
stimulus offset, and these responses may be a factor in offset
overshoot~e.g., Abeles and Goldstein, 1972; Evans and Nel-
son, 1973; Guinanet al., 1972!. Bacon and Moore~1986!
speculated that the onset and offset temporal overshoot pat-
terns are probably independent effects.

A number of acoustic factors have been identified that
influence the amount of temporal overshoot. These factors
and their interactions are complex and depend upon the par-
ticular condition of signal and masker parameters~see review
by Wright, 1991!. This complexity may explain some of the
very large within- and across-subject variability that charac-
terizes reports of temporal overshoot@see Oversonet al.
~1996! and also Chatterjee and Smith~1993! in Sec. VI E#.
This response variability is readily evident in multiple ways
in our temporal masking data.

Patterns of temporal overshoot coincident with masker
onset and offset may be universal perceptual phenomena.
The effects are most widely reported for audition, but have
also been measured and described for both vision~Battersby
and Wagman, 1964; Crawford, 1947! and vibrotaction~Ge-
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scheideret al., 1989!. A pattern of onset overshoot and offset
undershoot~i.e., reversal nystagmus! also is evident in the
vestibular ocular reflex~VOR! that is elicited in response to
either constant steps of acceleration~Malcolm and Melvill
Jones, 1970! or to a caloric step of force~Formby and Rob-
inson, 2000!. In the case of the VOR, the response pattern
can be explained by influences from vestibular adaptation.
Vibrotactile temporal masking responses mediated by non-
adapting and adapting skin receptors of the hand~i.e., Pacini-
nan and non-Pacinian units, respectively! both exhibit tem-
poral overshoot at masker onset and offset~Gescheideret al.,
1989!. This fact suggests that if adaptation is a factor in
vibrotactile temporal overshoot, then the site of the adapta-
tion process must be central to the nonadapting fibers. Nota-
bly, temporal undershoot was not evident in the vibrotactile
masking responses mediated by either the nonadapting or
adapting fibers. Undershoot may have been obscured by tem-
poral spread of masking~as discussed above!. The stimulus
parameters that were used by Gescheideret al. ~1989! in
their vibrotactile temporal masking measurements, especially
their relatively long rise–fall times~37 ms!, may also not
have been ideal for revealing undershoot effects.

D. Cognitive processes: Listener uncertainty and
attentional mechanisms

Listener uncertainty has been shown to be a confound-
ing factor contributing to apparent increases in backward and
forward masking measured with acoustically similar signal
and masker stimuli~e.g., Moore and Glasberg, 1982; Puleo
and Pastore, 1980!. We suspect that listener uncertainty was
a factor obscuring both temporal overshoot and undershoot
in this study, and can account for the apparent backward and
forward temporal spread of masking measured on-frequency
for f s52500 Hz. These time-extended masking patterns,
seemingly spreading backward in time just prior to gating of
the masker on and forward in time just after gating of the
masker off, respectively, may not arise from a ‘‘real’’ spread
of temporal masking. Instead, the elevated thresholds may be
a direct consequence of the listeners’ inability to discrimi-
nate between spectrally similar properties of the signal and
masker near masker onset and offset. This confusion be-
tween the signal and masker properties would result in el-
evated masked detection thresholds that otherwise would ap-
pear indistinguishable from threshold elevation due to
traditionally conceived temporal masking. In turn, either the
traditional temporal masking process or increased uncer-
tainty could have obscured evidence of temporal undershoot
for f s52500 Hz.

The peculiar oscillating patterns of masked detection
that we measured in experiment 2 may also be a consequence
of listener uncertainty and/or attentional mechanisms. Con-
sider that the dramatic swings in performance in Fig. 8 often
became increasingly prominent as the frequencies of the sig-
nal and masker stimuli became more similar and as the sig-
nal temporal position more closely approached the masker
temporal onset or neared the masker temporal offset. These
fluctuating masked detection threshold patterns may reflect
the listener’s inability to specify precisely the fluctuating am-
plitude and envelope properties of the narrowband masker.

The masker stimulus fluctuation may, in turn, have contrib-
uted to temporal uncertainty about when to listen—with the
masker onset~or offset! cueing the listener to be attentive,
but providing information too late to be useable and possibly
even detrimental to subsequent processing of the signal. In
this context it is tempting to consider the possibility that
marked threshold improvements in the microstructure of the
temporal masking functions just after masker onset and off-
set ~i.e., the temporal undershoot! might be explained by
delayed cueing effects arising from gating the masker on and
off, respectively.

In the future, temporal masking experiments using
supplementary stimuli to cue the onset/offset timing of the
masker may help minimize some of the uncertainty associ-
ated with fluctuating narrow-band noise stimuli~see Puleo
and Pastore, 1980; Moore and Glasberg, 1982!. Alternative
strategies for studying listener uncertainty are to present low-
noise noise~Hartmann and Pumplin, 1988! and frozen noise
~von Klitzing and Kohlrausch, 1994! maskers to reduce
masker energy fluctuations and control signal/masker phase
relations, respectively, as sources of variability.

E. Off-frequency temporal masking

It is important here to re-emphasize that, in this study,
we purposely used off-frequency signals to avoid strong ac-
tivation of a common neural population by on-frequency sig-
nal and masker stimulation. This appears to have been a
fortuitous decision. Otherwise, we probably would not have
been able to probe the diminished masker effectiveness in
time and to observe undershoot. Off-frequency nonsimulta-
neous stimulation is unusual in behavioral temporal masking
studies and is even more rarely reported in physiological
investigations. Perhaps the physiological data most directly
relevant to this study are those recorded from gerbils by
Chatterjee and Smith~1993!. They described changes in the
sensitivity of the compound action potential~CAP! of the
auditory nerve in response to tone burst signals superim-
posed at various times on a pulse-train masker. Consistent
with our observations of overshoot and undershoot, Chatter-
jee and Smith observed both overshoot- and undershoot-like
response patterns forf sÞ f m. They, like us, however, found
little or no evidence of these effects forf s5 f m. Chatterjee
and Smith reported that the state of neural adaptation and the
overlap between the signal and masker response areas influ-
enced the summed synchronized CAP response and, in turn,
determined the signal-to-noise ratio and CAP sensitivity for
their specific signal and masker conditions. Their physiologi-
cal findings complement our psychoacoustic results by show-
ing that complex interactions between different stimulated
neural populations, in different states of adaptation, are con-
ducive for revealing overshoot and undershoot effects.

Also relevant to this study is the distinctive pattern of
response variability reported by Chatterjee and Smith for the
CAP. They observed that the CAP response standard devia-
tion was characteristically highest at response onset and
dropped precipitously thereafter with adaptation. In general,
Chatterjee and Smith found that this variability was related
to the mean magnitude of the CAP response. Accordingly,
the overshoot effect in their data, representing diminished
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CAP sensitivity at masker onset, would necessarily be ex-
pected to have an associated greater response variability.
This is entirely consistent with the large behavioral response
variability that we found related to the onset overshoot in the
temporal masking data~see Fig. 7!. It is ironic and somewhat
incongruous that, on one hand, such threshold overshoot pat-
terns seem to enhance the sharp edges of our temporal mask-
ing functions and, on the other hand, correspond to listening
conditions characterized by high response variability. This is
a functional conundrum inasmuch as such inconsistent per-
formance and high response variability would be expected to
contribute to an ambiguous or ‘‘fuzzy’’ temporal boundary
rather than to a perceptually sharp temporal edge.

F. Practical importance

The differences in the temporal masking functions mea-
sured for signals on- and off-frequency from the masker in
experiment 2 were surprising and are potentially of practical
importance for audition. Our findings suggest that temporal
envelope information for a gated auditory stimulus is better
represented~or at least more readily observed! off-frequency
from the gated stimulus than on-frequency. The implication
is that to achieve faithful perceptual representation of acous-
tic temporal edges at stimulus onset and offset and, therefore,
optimum estimates of stimulus temporal properties, the lis-
tener may rely on off-frequency rather than on-frequency
temporal cues for detection. Off-frequency listening and re-
dundancy of temporal envelope information across a wide
range of auditory frequencies may also help explain the rela-
tively normal temporal resolution and acuity abilities re-
ported for some hearing-impaired listeners with mild-to-
moderate sensorineural deficits and high-frequency
audiometric impairments ~e.g., Bochner et al., 1988;
Dreschler, 1983; Dubno and Dirks, 1990!. These supposi-
tions will be interesting to evaluate in subsequent research.

Whatever processes are responsible for the complex pat-
terns of temporal overshoot and undershoot measured in this
study, they may be very significant perceptually for offering
the listener prominent temporal edge cues for stimulus onset
and offset. The temporal undershoot effects are particularly
intriguing because they appear to be the perceptual counter-
part to threshold undershoot phenomena associated with au-
ditory lateral inhibition/suppression processes in the fre-
quency domain~Houtgast, 1972; Shannon, 1976!. These
latter effects are believed to be important perceptually for
enhancing and sharpening spectral edges. The functional
roles of the temporal overshoot and undershoot phenomena
in temporal processing tasks will be important to establish in
future studies.
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1Another way of describing dynamic changes in temporal masking is to
estimate the slopes of the temporal masking functions at masker onset~or
offset! within each time window as a function of masker component level.
We obtained slope estimates by dividing each of the max–min threshold
difference values at masker onset in Fig. 6 by the corresponding time dif-
ference between these max and min values within each temporal window.
The largest slopes~6–7 dB/ms! were measured for the64-ms time window
at masker onset. These slope values were appreciably larger than those for
the 620-ms time window, which were only about 1–2 dB/ms. The corre-
sponding analysis at masker temporal offset yielded slope values that were
roughly half as steep as those estimated at masker temporal onset.

2To obtain an estimate of the masker amplitude variability in time, the
masker energy fluctuation was simulated by generating 1000 repetitions of
our 200-ms, 405-Hz-wide noise masker centered at 2500 Hz. The energy
within 8- ~64 ms! and 40-~620 ms! ms rectangular temporal windows was
calculated across the duration of the masker for each of the 1000 repeti-
tions. Histograms of the power within each temporal window revealed
shapes closely approximating Gaussian, with similar means, and standard
deviations of 2.3 dB and 0.8 dB for the 8-ms and 40-ms windows, respec-
tively. These simulations indicate that the average energy fluctuations of
our masker stimulus cannot account for the appreciably larger fluctuations
in the threshold microstructure that are evident in our temporal masking
functions.

3In the past, mid-level compression has usually been best observed psycho-
physically when the signals and maskers were presented nonsimultaneously
so that each stimulus was compressed independently. Compression has also
been observed for simultaneous masking under conditions for which the
signal and masker frequencies were different~see Moore and Oxenham,
1998!. Ideally, however, to probe compression of the masker response, the
signal frequency should be within about one-half octave of the primary
frequency activity of the masker~von Klitzing and Kohlrausch, 1994!.
Otherwise, as the probe location is moved more distant from the masker
frequency activity, the physiological response of the basilar membrane is
expected to become more linear. Based on these considerations and the
nonlinear behavior of our temporal masking functions, the 1900-Hz signal
condition appears to have been appropriate for observing the mid-range
compression described here for signal temporal positions presented near
masker onset.
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Contributions of suppression and excitation to simultaneous
masking: Effects of signal frequency and masker-signal
frequency relation

René H. Gifford and Sid P. Bacona)

Psychoacoustics Laboratory, Department of Speech and Hearing Science, P.O. Box 871908,
Arizona State University, Tempe, Arizona 85287-1908

~Received 22 July 1999; revised 24 August 1999; accepted 9 December 1999!

This study investigated the contributions of suppression and excitation to simultaneous masking for
a range of masker frequencies both below and above three different signal frequencies~750, 2000,
and 4850 Hz!. A two-stage experiment was employed. In stage I, the level of each off-frequency
simultaneous masker necessary to mask a signal at 10 or 30 dB sensation level was determined. In
stage II, three different forward-masking conditions were tested:~1! an on-frequency condition, in
which the signals in stage I were used to mask probes of the same frequency;~2! an off-frequency
condition, in which the off-frequency maskers~at the levels determined in stage I! were used to
mask the probes; and~3! a combined condition, in which the on- and off-frequency maskers were
combined to mask the probes. If the off-frequency maskers simultaneously masked the signal via
spread of excitation in stage I, then the off-frequency and combined maskers should produce
considerable forward masking in stage II. If, on the other hand, they masked via suppression, they
should produce little or no forward masking. The contribution of suppression was found to increase
with increasing signal frequency; it was absent at 750 Hz, but dominant at 4850 Hz. These results
have implications for excitation pattern analyses and are consistent with stronger nonlinear
processing at high rather than at low frequencies. ©2000 Acoustical Society of America.
@S0001-4966~00!04203-5#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Mk@RVS#

INTRODUCTION

There are two likely peripheral mechanisms that could
account for simultaneous masking,1 namely spread of exci-
tation and suppression. The spread of excitation produced by
the masker to the place along the basilar membrane corre-
sponding to the signal frequency has traditionally been held
as the primary explanation for masking~Wegel and Lane,
1924; Egan and Hake, 1950!. Alternatively, the presence of
the masker may suppress the response to the signal even
when there is little or no masker excitation at the signal place
~Sachs and Kiang, 1968; Pickles, 1984; Ruggeroet al., 1992;
Pang and Guinan, 1997!. Suppression has been documented
at both the neural~e.g., Sachs and Kiang, 1968! and me-
chanical~e.g., Ruggeroet al., 1992! levels of the auditory
system. Because of the extensive similarities between sup-
pression observed on the basilar membrane and that in the
auditory nerve, neural rate suppression is thought to have a
mechanical origin in the cochlea~Ruggero et al., 1992!.
Some researchers have hypothesized that the underlying
mechanism of suppression is closely related to that of the
cochlear amplifier, in that the presence of the suppressor re-
duces the gain provided by the outer hair cells at the signal
frequency place~Cooper, 1996; Pang and Guinan, 1997!.

Investigators have attempted to examine the excitatory
and suppressive contributions to masking with both physi-

ological and psychophysical experiments. Pickles~1984!
conducted a physiological study examining the suppressive
and excitatory roles in simultaneous masking using a psy-
chophysical tuning curve paradigm. He varied the levels of
different tonal maskers so that a fixed sinusoidal signal equal
to the characteristic frequency~CF! of a single auditory neu-
ron would be simultaneously masked. The discharge rates for
the masked thresholds were then compared with the dis-
charge rates for the thresholds in quiet. The premise was that
if masking were the result of a suppressive mechanism, then
the discharge rates for the masked threshold and the thresh-
old in quiet should be equivalent. For most masker frequen-
cies, Pickles found that the discharge rates were higher for
the masked thresholds, suggesting that masking was
achieved, at least partly, by a swamping of the signal with
excitation.

Delgutte~1990a, 1996! also evaluated the roles of exci-
tation and suppression in simultaneous tone-on-tone mask-
ing. Working at the level of a single auditory neuron, he
measured masked thresholds for both simultaneous and non-
simultaneous masking; the nonsimultaneous-masking para-
digm was similar in concept to the pulsation threshold~e.g.,
Houtgast, 1972!, and hence those thresholds are not truly
‘‘masked thresholds.’’ Because suppression requires the si-
multaneous presentation of at least two stimuli~Arthur et al.,
1971; Houtgast, 1972, 1973, 1974!, it cannot contribute to
nonsimultaneous masking as the masker and signal do not
temporally overlap. Thus the effects of suppression can be
revealed by comparing simultaneous- and nonsimultaneous-

a!Author to whom correspondence should be addressed; electronic mail:
spb@asu.edu
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masked thresholds. Delgutte~1990a, 1996! found that when
the masker frequency (f m) was well below the signal fre-
quency (f s), suppressive masking was strong, and that it
increased in magnitude with increasing masker level. Exci-
tatory masking was dominant when the masker was pre-
sented at low levels and when it was closer in frequency to
the signal. Consequently, Delgutte concluded that suppres-
sion and excitation are not mutually exclusive. That is, si-
multaneous masking is the result of both suppressive and
excitatory masking with each component contributing differ-
entially depending upon masker level and masker-signal fre-
quency separation. Because Pickles~1984! did not include
nonsimultaneous masking, it is not possible to say whether
the masking he observed included a suppressive component.

Most psychophysical studies that have addressed the
role of suppression in simultaneous masking have compared
the amount of simultaneous masking to the amount of non-
simultaneous masking, and taken the difference between
them to reflect the contribution of suppression~Vogten,
1978; Moore and Glasberg, 1981, 1982b; Mooreet al., 1984;
Sommers and Gehr, 1998; also see Oxenham and Plack,
1998, who corrected this difference for differences between
simultaneous and nonsimultaneous maskingper se!. A dif-
ferent approach has been employed in three studies, each of
which used a similar two-stage approach. In the first stage,
off-frequency simultaneous maskers were used to mask a
signal with frequencyf s . In the second stage, the levels from
the first stage were used in a forward-masking paradigm to
estimate the amount of excitation at the place corresponding
to f s in response to either the signal alone~on-frequency!,
the off-frequency masker alone, or the signal and the off-
frequency masker combined. If the off-frequency masker
masked the signal via excitation in stage I, then the com-
bined ~or the off-frequency! masker should produce consid-
erable forward masking, close to the amount produced by the
on-frequency masker. If, on the other hand, the off-frequency
masker masked the signal via suppression in stage I, then the
amount of forward masking produced by the combined~or
the off-frequency! masker should be negligible. Finally, if
the off-frequency masker masked the signal via both sup-
pression and excitation, then the amount of forward masking
produced by the combined~or the off-frequency! masker
should be less than that produced by the on-frequency
masker, but greater than 0 dB.

Both Moore and Glasberg~1982b! and Weber~1983!
tested a narrow frequency range~for a fixed f s of 1 kHz!
using masker-signal pairs for whichf m / f s ranged from 0.6–
1.4 ~Moore and Glasberg, 1982b! or 0.6-1.2~Weber, 1983!.
Neither study consistently observed suppression. Further-
more, neither found a sufficient amount of suppression to
account for simultaneous masking. Thus both Moore and
Glasberg~1982b! and Weber~1983! concluded that simulta-
neous masking was primarily the result of an excitatory
mechanism.

Based on the physiological results of Delgutte~1990a,
1996!, Moore and Vickers~1997! argued that simultaneous
masking via suppression might be more likely observed for
maskers well belowf s . They employed a signal with a fre-
quency of 2200 Hz and a masker with a frequency of 500 or

1800 Hz. For their 500-Hz masker, they found considerable
amounts of suppression, although the results suggested that
simultaneous masking by the 500-Hz masker also involved
excitation. For their 1800-Hz masker, simultaneous masking
appeared to reflect largely excitation. Consequently, their
psychophysical results were in good agreement with Del-
gutte’s ~1990a, 1996! physiological results suggesting that
simultaneous masking is a combination of suppression and
excitation, but that suppressive masking is more likely to
occur for masker frequencies well belowf s . As Moore and
Vickers ~1997! pointed out, however, the interpretation of
their data@as well as the data of Moore and Glasberg~1982b!
and Weber~1983!# is complicated by the likely presence of
confusion effects in their forward-masking paradigm
~Moore, 1981; Neff, 1985!. Since confusion may have ex-
isted in the on-frequency condition, the addition of the low-
frequency component in the combined conditions could have
provided a salient cue allowing the subject to discriminate
the offset of the masker from the onset of the probe. This
could have led to an overestimation of the contribution of
suppression, especially with the 1800-Hz masker where the
amount of suppression was greater than would have been
predicted given the low-to-moderate masker levels and the
small masker-signal frequency separation~Delgutte, 1990a,
1996!.

It is of particular importance to define the role of sup-
pression in simultaneous masking because, as Moore and
Vickers ~1997! note, several perceptual models assume that
simultaneous-masking patterns and excitation patterns are
equivalent. Consequently, the framework of many
excitation-pattern-based models may require modification
based on the contributions of suppressive masking. Although
previous studies have begun to describe the contributions of
suppression and excitation to simultaneous masking, a con-
siderable number of issues remain unresolved. This study is
primarily concerned with two of these. The first deals with
the frequency regions over which the two types of masking
contribute to simultaneous masking at a givenf s . In particu-
lar, although suppression appears to play a major role for
masker frequencies well belowf s ~Delgutte, 1990a, 1996;
Moore and Vickers, 1997; Oxenham and Plack, 1998!, and
little or no role for masker frequencies relatively close tof s

~Moore and Glasberg, 1982b; Weber, 1983!, little is known
regarding the extent of the frequency region where the two
types of masking play a role. The present study addresses
this by employing the two-stage paradigm used previously
by Moore and Glasberg~1982b!, Weber~1983!, and Moore
and Vickers~1997!, and by using a wide range of masker
frequencies for a givenf s , including frequencies both below
and abovef s .

The second issue deals with the effect of overall fre-
quency region. Many previous psychophysical papers con-
cerned with the contributions of excitation and suppression
to simultaneous masking have concentrated on the mid fre-
quency range using af s of 1000 Hz~Moore and Glasberg,
1982b; Weber, 1983! or 2200 Hz ~Moore and Vickers,
1997!. There is reason to suspect, however, that the contri-
bution of suppression may be dependent upon the frequency
region. Studies have shown psychophysical suppression to
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be negligible or absent for signal frequencies below about
750 Hz, but clearly present for signal frequencies higher than
that ~Shannon, 1976; Lee and Bacon, 1998; Hicks and Ba-
con, 1999; but compare Duifhuis, 1980!. Thus the present
study examined the contributions of excitatory and suppres-
sive masking over a wide range of signal frequencies.

I. EXPERIMENT

A. Design

The experiment used two stages similar to those used
previously ~Moore and Glasberg, 1982b; Weber, 1983;
Moore and Vickers, 1997!. In stage I, simultaneous-masked
thresholds were measured for signal levels of 10- and 30-dB
sensation level~SL!. Three signal frequencies, 750, 2000,
and 4850 Hz, were each paired with five masker frequencies
spaced along an equivalent rectangular bandwidth~ERB!
scale~Glasberg and Moore, 1990!. The largest masker-signal
spacing~211.77 ERBs! could not be tested for the 750-Hz
signal as it resulted in af m ~47 Hz! that was too low to mask
the signal ~and thus only four masker frequencies were
paired with the 750-Hz signal!. A low-pass noise was in-
cluded to mask the cubic difference tone~CDT!, 2f m2 f s ,
for those masker-frequency separations in which the CDT
would be most likely detected. Table I lists the masker fre-
quencies for eachf s , as well as the cutoff frequencies and
levels of the low-pass noise used to mask the CDT for signal
levels of 10 and 30 dB SL. The cutoff frequency (f c) of the
low-pass noise was set 50 Hz above the frequency of the
CDT, except for the 750-Hz signal, in which case thef c was
set 2 Hz above the CDT. The reason for this was that the

proximity of the noise to the tonal masker resulted in a par-
ticularly difficult listening situation which was eased some-
what by lowering thef c of the noise. The presentation level
of the low-pass noise was determined by assuming conser-
vatively that the CDT was 10 dB lower than the presentation
level of the signal~Smoorenburg, 1972; Mooreet al., 1998!,
and then using critical ratio data~Hawkins and Stevens,
1950! to determine the spectrum level of the noise needed to
mask the CDT. The spectrum level of the noise was 20
~398-, 400-, and 1200-Hz CDT! or 25 dB ~3026-Hz CDT!
below the estimated level of the CDT.

Stage II involved forward masking to reveal any effects
of suppression that may have contributed to the
simultaneous-masked thresholds in stage I. Forward-masked
thresholds were obtained for three different masker situa-
tions:

~1! On frequency: The signal from stage I was the on-
frequency masker in stage II. It was presented at 10 or 30
dB SL, and used to forward mask a probe of the same
frequency. This yields an estimate of excitation pro-
duced at the signal frequency place in response to the
signal alone.

~2! Off frequency: The off-frequency maskers from stage I
were used to mask the probe. The masker levels were
those levels determined to be necessary just to mask the
10- or 30-dB-SL signal in stage I. These forward-masked
thresholds yield an estimate of excitation produced at the
signal frequency place in response to the masker in si-
multaneous masking.

~3! Combined: The combined masker was comprised of the
on-frequency masker, an off-frequency masker, and,
when necessary, a low-pass noise. The on-frequency
masker was set to 10 or 30 dB SL, and the off-frequency
masker was set to the level necessary just to mask the
10- or 30-dB-SL signal~as determined in stage I!. The
low-pass noise, when present, was set to the same levels
as in stage I~see Table I!. Thus the on-frequency com-
ponent of the combined masker was present, though
masked by the off-frequency component as measured in
stage I.

After the completion of these two stages, forward-
masked thresholds were obtained for the on-frequency
masker at levels of 0, 2, 4, 6, 8, and 10 dB SL~although the
10-dB-SL condition was run in stage II, it was repeated
here!. These data allow a more accurate interpretation of the
magnitude of suppression for conditions in which there was
little or no forward masking in stage II. Thus for example, if
an on-frequency masker fails to produce any forward mask-
ing for a range of levels~at 0 dB SL and above!, then an
absence of forward masking for a combined condition in
stage II could not be interpreted as unequivocal evidence for
complete suppression of the signal in stage I. On the other
hand, if a 0-dB-SL on-frequency forward masker produces a
few dB of masking, then even if the signal were completely
suppressed in simultaneous masking~stage I!, some forward
masking would likely be observed in stage II.

TABLE I. Shown here are the masker frequencies (f m) for each signal
frequency (f s), as well as the cutoff frequency (f c) and spectrum levels of
the low-pass noise (LLPN) used to mask the CDT. For eachf s , the maskers
were located at211.77,27.19,24.14,21.84, and11.53 ERB relative to
f s . The asterisks indicate af m too low to mask the signal.

Signal frequency~Hz!
750 2000 4850

Subject f m f c LLPN f m f c LLPN f m f c LLPN

S1 **** 400 1057
223 800 2114
398 1200 450 27, 13 3025 1250 24, 16
574 400 25, 15 1600 125027, 13 3938 3076 29, 11
926 2400 5759

S2 **** 400 1057
223 800 2114
398 1200 450 29, 11 3025 1250 29, 11
574 400 28, 12 1600 125029, 11 3938 3076214, 6
926 2400 5759

S3 **** 400 1057
223 800 2114
398 1200 450 22, 18 3025 1250 24, 16
574 400 21, 19 1600 125021, 19 3938 3076 28, 12
926 2400 5759

S4 **** 400 1057
223 800 2114
398 1200 450 22, 18 3025 1250 21, 19
574 400 28, 12 1600 125023, 17 3938 3076 25, 15
926 2400 5759
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B. Subjects

Four subjects with normal hearing, ranging in age from
21 to 25 years, participated in the experiment. All subjects
had absolute thresholds below 20 dB HL~ANSI, 1989! at
octave frequencies from 250–8000 Hz in the test ear. Two
subjects~S2 and S3! had extensive practice on simultaneous
and forward masking, having been subjects in past experi-
ments. The other two subjects each received a total of at least
4 h of training on simultaneous and forward masking prior to
data collection. Subject S1 was the first author. The other
subjects were paid for their participation.

C. Apparatus and stimuli

All stimuli were generated digitally using a digital array
processor~TDT AP2! and output at a sampling rate of 50
kHz. The low-pass noise was generated in the frequency do-
main and transformed into the time domain via an inverse
Fourier transform. It had a flat passband with components
ranging from 1 Hz tof c and an infinitely steep rolloff. In the
simultaneous-masking paradigm, the sinusoidal signal and
low-pass noise were output through one channel of a 16-bit
digital-to-analog converter~DAC!, whereas the masker was
output through the second channel of the DAC~TDT DD1!.
The output of each channel was low-pass filtered at 8 kHz
~TDT FT6-2!, attenuated by separate programmable attenua-
tors ~TDT PA4!, ultimately added together~TDT SMB! and
routed to a TDH-49 headphone via a headphone buffer~TDT
HB6!. In the forward-masking paradigm, all stimuli~signal,
masker, low-pass noise, and probe! were output through one
channel of the DAC. For both simultaneous and forward
masking, the levels of the stimuli were adjusted digitally via
the array processor, and calibrated using a Stanford Research
Systems SR760 fast Fourier transform~FFT! spectrum ana-
lyzer

For the simultaneous-masking conditions, the signal and
masker had a total duration of 220 ms, including 10-ms cos2

rise/fall times. When present, the low-pass noise was gated
synchronously with the masker and signal. For the forward-
masking conditions, the on- and off-frequency maskers~and
low-pass noise, when present! had total durations of 220 ms,
and the probe had a total duration of 20 ms~all durations
include a 10-ms cos2 rise/fall time!. A masker-probe delay
~0-voltage points! of 5 ms was incorporated, as it has been
suggested that the addition of a temporal gap between
masker offset and probe onset is one of the most effective
ways to avoid confusion effects~Neff, 1985!.

D. Procedure

Subjects were tested in a single-walled, sound-
attenuating booth situated within an acoustically treated
room. An adaptive, two-interval, forced-choice paradigm
was used with an adaptive rule to track 79.4% correct~Lev-
itt, 1971!. The interstimulus interval was 300 ms. The obser-
vation intervals were indicated by lights on a response box.
Quiet thresholds for the 220-ms signal were measured for
each f s to determine the presentation levels in SL for each
subject. Additionally, quiet thresholds for the 20-ms probe
were obtained for each probe frequency, so that the amount

of forward masking could be calculated for each subject.
Simultaneous-masked thresholds~stage I! were measured by
varying the level of the tonal masker to mask a signal fixed
in level at 10 or 30 dB SL. Those masker levels were then
used in stage II, where forward-masked thresholds were ob-
tained by varying the level of the tonal probe. The maximum
level for the dynamically varying stimulus~masker in stage
I, and probe in stage II! was fixed at 91 dB SPL. During a
run, it was permissible for the threshold track to reach the
ceiling value; however, if the track attempted to go above the
ceiling, that particular run was discarded. If two runs for a
particular condition were discarded on this basis, it was con-
cluded that the signal~or probe! could not be masked for that
particular condition.

The tonal signal~simultaneous masking! or probe~for-
ward masking! was presented randomly in one of two inter-
vals. Subjects responded by pressing the button on the re-
sponse box corresponding to the signal~or probe! interval.
Visual feedback was provided indicating whether the re-
sponse was correct or incorrect. A run consisted of ten re-
versals; the threshold estimate was taken as the mean of the
last eight reversals. The initial step size of 5 dB was de-
creased to 2 dB after the second reversal. On the rare occa-
sion that an estimate had a standard deviation greater than 5
dB, that run was discarded. All reported thresholds represent
the mean of at least three estimates. If the standard deviation
of the mean of those estimates was greater than 3 dB, addi-
tional runs were completed and averaged up to a maximum
of six. Out of the 506 thresholds obtained, 485 of those
~95.9%! had standard deviations less than 3 dB and 411 of
those~81.2%! had standard deviations less than 2 dB.

The four subjects were separated into the following two
groups:

~1! Subjects S1 and S2 were tested in a way so that a given
f s was chosen and all quiet, simultaneous-masked~stage
I!, and forward-masked~stage II! threshold estimates
were obtained over at least three test sessions with only
one session, lasting approximately 2 to 2 1/2 h, occurring
on any given day. During any given session, masked
thresholds for all masker-signal pairs~for a given f s)
would be measured in a quasirandom order with respect
to f m and level. For example, if a subject were complet-
ing stage I for the 2000-Hz signal, during a given ses-
sion, at least one estimate of simultaneous-masked
threshold would be measured for all five masker-signal
pairs at both signal levels. Upon completion of stages I
and II for a givenf s , anotherf s was chosen with testing
completed in the same manner as described above.

~2! Subjects S3 and S4 were tested so that for a given
masker-signal pair, all threshold estimates~quiet, stage I,
and stage II! were obtained within a single test session
lasting approximately 2 to 2 1/2 h. This method was
included to control for any day-to-day variation in quiet
or simultaneous-masked thresholds in stage I, as they are
used for setting the masker levels in stage II. During
each test session, three estimates of quiet threshold were
obtained~for both signal and probe! and averaged to
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calculate signal presentation levels in dB SL for stage I,
and amount of forward masking in stage II.

Quiet thresholds are reported for each subject in Table
II. Because there was very little day-to-day variation in quiet
thresholds for subjects S3 and S4, their thresholds in Table II
are the mean of all test sessions for a givenf s . For all
subjects, data were collected for a givenf s before proceeding
to the nextf s . The order in whichf s was tested was quasi-
random for both groups of subjects.

II. RESULTS AND DISCUSSION

A. Simultaneous masking „stage I …

Table III summarizes the simultaneous-masking results
obtained in stage I. Shown for eachf m2 f s pair is the masker
level necessary to mask the 10- or 30-dB-SL signal. These
masker levels were used to obtain forward-masked thresh-
olds in stage II. The horizontal dashed line indicates that the
signal could not be masked at the highest masker level
allowed2 ~91 dB SPL!.

B. Forward masking „stage II …

As explained in the methods section, data were collected
differently for subjects S3 and S4~compared to S1 and S2!
in an attempt to account for day-to-day variations in quiet
threshold. In particular for S3 and S4, at least three estimates
of each quiet threshold~signal and probe! and on-frequency
forward-masked threshold were obtained during each testing
session with a givenf s . For the 750-Hz signal, because nei-
ther S3 nor S4 could achieve a masked threshold for the
lowest f m ~223 Hz!, testing was completed over the course of
three days~corresponding to threef m), whereas testing re-
quired five days for 2000- and 4850-Hz signals. Because
there was little to no day-to-day variation in quiet and on-
frequency thresholds, those values were averaged across all
test sessions for presentation here.

Although stage II was completed for all four subjects,
and the overall trends in the data were similar across sub-
jects, the on-frequency forward-masked thresholds for S2
were consistently higher than those for the other subjects. In
fact, her thresholds were equal to or higher than the level of
the on-frequency masker at both levels. This finding is con-
sistent with the possibility that S2’s results were influenced
by confusion effects~Moore, 1981; Neff, 1985!. Because
confusion in the on-frequency condition can lead to an over-
estimation of the contribution of suppression, S2’s forward-

masking results are shown but not included in the calculation
of mean data. A detailed description of S2’s data, including
evidence for confusion, is in the Appendix.

The results of the forward-masking data obtained in
stage II are plotted in Figs. 1–3 for signal frequencies of 750,
2000, and 4850 Hz, respectively. The amount of forward
masking for the on-frequency, off-frequency, and combined
maskers are shown for all four subjects as well as for the
mean across subjects S1, S3, and S4. The horizontal lines
represent the results for the on-frequency masker, presented
at 10 ~solid! or 30 ~dashed! dB SL. The symbols represent
the results for the off-frequency masker alone~circles! or the
off-frequency masker combined with the on-frequency
masker~squares!; for the most part, the off-frequency and
combined maskers produced comparable amounts of forward
masking. The filled symbols represent the results for the 10-
dB-SL condition, whereas the unfilled symbols represent the
results for the 30-dB-SL condition. Finally, the vertical dot-
ted lines indicatef s . Occasionally, a signal could not be
masked in stage I for a particular subject~see Table III!. In
that case, the mean represents an average across two subjects
and those points are not connected to the means of three
subjects in Figs. 1–3. If a masked threshold for a given con-
dition could not be obtained by two~or all three! of the
subjects, that condition was excluded from the mean results.

1. 750-Hz signal

Suppression is thought to exist when the symbols fall
below the respective horizontal line. As can be seen in Fig.
1, no suppression is apparent at either level for the 750-Hz
signal ~except for S2, whose results are likely influenced by
confusion!. Rather, both the off-frequency and combined
maskers consistently produce as much or more forward
masking than that observed in the on-frequency condition.
These results suggest that simultaneous masking at 750 Hz is
mainly due to excitation. It may seem somewhat surprising
that the off-frequency~and combined! masker produced
more forward masking than did the on-frequency masker,
given that the level of the off-frequency masker was chosen
to just mask the on-frequency masker~in stage I!. Thus one
might expect that the excitation produced by the off-
frequency and on-frequency maskers should be comparable
at the signal frequency place. Similar results have been ob-
served in experiments employing a comparablef s ~Moore
and Glasberg, 1982b; Weber, 1983!. This finding could be
accounted for by assuming that simultaneous-masked thresh-
old is achieved at a negative signal-to-masker ratio in terms
of excitation. It is reasonable to assume, for example, that
simultaneous-masked threshold was achieved when the sig-
nal resulted in a 1-dB increment in excitation relative to that
produced by the masker alone. Assuming a power summa-
tion of the signal and masker excitation, this corresponds to
approximately a26 dB signal-to-masker ratio in terms of
excitation. Thus greater excitation produced by the off-
frequency masker at the signal frequency place~in stage I!
might be expected to result in more forward masking by the
off-frequency than by the on-frequency masker. Another
possibility is that the greater amount of forward masking for
the off-frequency and combined maskers is due to off-

TABLE II. Shown here are quiet thresholds in dB SPL for each signal
frequency. Thresholds for stage I~220-ms signal! and stage II~20-ms sig-
nal! are separated by a comma. Thresholds for subjects S3 and S4 have been
averaged across test sessions~see text for details!.

Subject

Signal frequency~Hz!

750 2000 4850

S1 15, 23 13, 20 16, 21
S2 12, 17 11, 18 11, 21
S3 20, 26 19, 24 15, 27
S4 12, 23 17, 23 20, 30
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frequency listening in stage I. Although off-frequency listen-
ing in simultaneous masking would result in off-frequency
maskers being higher in level than necessary, this would be
offset, at least somewhat, by off-frequency listening in for-
ward masking. Thus an explanation based on off-frequency
listening seems unlikely.

There is a clear tendency for the largest amount of for-
ward masking to exist whenf m is closest tof s on the low-
frequency side. There are several possibilities that could ex-
plain this finding. One is that the CDT may not have been
masked in stage I of the experiment whenf m was 574 Hz.
Thus the off-frequency masker would have been raised to a
level higher than needed to mask the signal, producing ex-
cessive excitation atf s , and hence greater forward masking.
This explanation was tested by increasing the level of the
low-pass noise by 20 dB and then remeasuring simultaneous-
masked thresholds (f m5574 Hz) for subjects S1 and S3. The
thresholds were essentially unchanged, suggesting that the
CDT had been sufficiently masked in stage I, and thus that
the peak in the forward-masking function at 574 Hz was not
due to the detection of the CDT in stage I.

A second possibility deals with the detection of temporal
envelope fluctuations, or beats, between the masker and sig-
nal. Mooreet al. ~1998! suggested that beating cues can in-
fluence simultaneous masking for masker-signal separations
up to 250 Hz. If beats provided a salient cue in stage I when
the masker was 574 Hz, then the masker level at threshold
would have been higher than necessary to mask signal exci-
tation at the signal frequency place. This would, in turn,
result in more forward masking by the 574-Hz masker in
stage II. This explanation was tested by obtaining
simultaneous-masked thresholds for S1 using a 50-Hz-wide
noise masker centered at 574 Hz, as beats have been shown
to play little or no role with noise maskers~Fletcher and
Munson, 1937; Egan and Hake, 1950; Mooreet al., 1998!.
The narrow-band-noise masker produced virtually the same
masked threshold as the sinusoidal masker. That is, at

masked threshold, the level of the narrow-band noise~ex-
pressed as overall level! was essentially equal to the level of
the tone, suggesting that the peak in the forward-masking
function at 574 Hz probably cannot be attributable to the
detection of beats in stage I.

A third possibility is that, although not apparent in Fig.
1, there exists some degree of suppression for maskers well
below and for the one abovef s . The peak at 574 Hz, then,
might reflect a complete lack of suppression for thatf m .

TABLE III. Displayed here are the masker levels in dB SPL of a simulta-
neous masker necessary to mask a 10- or 30-dB SL signal. A dashed hori-
zontal line indicates that the signal could not be masked at the highest level
allowed~91 dB SPL!. The asterisks indicate af m too low to mask the signal.

Signal frequency~Hz!
750 2000 4850

Subject f m(Hz) Lm f m(Hz) Lm f m(Hz) Lm

S1 **** 400 71, 85 1057 80, 88
223 83,¯ 800 61, 72 2114 76, 83
398 74, 83 1200 55, 67 3025 61, 70
574 63, 75 1600 48, 63 3938 42, 61
926 58,¯ 2400 40, 71 5759 58, 83

S2 **** 400 70, 81 1057 71, 82
223 82, 86 800 66, 72 2114 67, 77
398 63, 74 1200 62, 68 3025 42, 71
574 56, 74 1600 48, 59 3938 42, 57
926 43, 80 2400 52, 66 5759 39, 86

S3 **** 400 88,¯ 1057 62, 83
223 ¯, ¯ 800 73, 80 2114 58, 77
398 79, 87 1200 52, 66 3025 56, 71
574 63, 75 1600 51, 64 3938 54, 61
926 65, 87 2400 45, 84 5759 31, 53

S4 **** 400 80, 89 1057 85,̄
223 ¯, ¯ 800 71, 79 2114 70, 83
398 73, 84 1200 69, 77 3025 65, 76
574 56, 75 1600 60, 74 3938 ¯, 71
926 82,¯ 2400 69,¯ 5759 50,¯

FIG. 1. Plotted here is the amount of
forward masking at 750 Hz for all sub-
jects as well as for the mean across
subjects S1, S3, and S4. The horizon-
tal lines represent the results for the
on-frequency masker, presented at 10
~solid! or 30 ~dashed! dB SL. The
symbols represent the results for the
off-frequency masker alone~circles!
or the off-frequency masker combined
with the on-frequency masker
~squares!. The filled and unfilled sym-
bols represent the results using a
masker level needed to mask a 10- or
30-dB-SL signal, respectively. The
vertical dotted lines indicatef s .
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Seemingly at odds with this explanation is the fact that there
is generally no evidence in Fig. 1 for suppression: the off-
frequency or combined masker never produced less forward
masking than did the on-frequency masker~except, again,
for S2!.

Finally, a fourth possibility is that spectral splatter of
masker energy contributed to forward masking. Masking due
to splatter would probably be most likely for maskers close
to the signal on the low-frequency side. This explanation
seems unlikely, however, given the relatively long~10-ms!
rise/fall time, and that the same pattern of results was ob-
served at the higher signal frequencies~see below! where
splatter would be even less likely to contribute to forward
masking.

2. 2000-Hz signal

Figure 2 shows the data for the 2000-Hz signal. This is
the only frequency for which there was a clear and consistent
difference between the amount of forward masking produced
by the off-frequency and combined maskers, and it was con-
fined to S2 and S3. At the lower level, there is evidence for
small amounts of suppression, at least for subjects S3 and S4
~i.e., filled symbols typically lie somewhat below the solid
horizontal line!. At the higher level, all subjects show evi-
dence of suppression~unfilled symbols fall below the dashed
horizontal line!, and the magnitude of suppression is gener-
ally greater than that observed at the lower level. The great-
est amount of suppression generally occurred for the highest
f m . On average, off-frequency and combined maskers pro-
duced 3 dB or more forward masking, suggesting that—
despite a probable influence of suppression—simultaneous
masking in stage I was generally influenced by excitation.
The amount of forward masking observed here with the
400-Hz masker was somewhat greater than that observed by
Moore and Vickers~1997! with a 500-Hz masker~and a
2200-Hz signal!, although they too suggested that excitation

was involved in simultaneous masking. It is unclear why we
observe generally less suppression than Moore and Vickers
~1997! under comparable conditions, although it may reflect
individual differences. Consistent with this is the fact that the
results for S4 are similar to the results reported by Moore
and Vickers~1997!.

3. 4850-Hz signal

The results for the 4850-Hz signal are plotted in Fig. 3.
Unlike the results for the lower frequency signals, there is
evidence for significant amounts of suppression at allf m for
both masker levels. For S1 and S3, the functions are fairly
flat, whereas for S2 and S4 they peak at thef m ~3938 Hz!
closest to thef s on the low-frequency side~at least at the
higher level!, as was generally observed with the lower fre-
quency signals~Figs. 1 and 2!. The difference here, however,
is that there is evidence for suppression even at this peak. In
many cases, the off-frequency or combined masker produced
little or no forward masking, consistent with the possibility
that simultaneous masking at 4850 Hz is due primarily to
suppression.

C. Low-level, on-frequency growth of masking

If simultaneous masking were achieved completely via
suppression, then one might expect that a combined~or off-
frequency! masker would produce no forward masking. This
assumes, however, that an on-frequency component—at
simultaneous-masked threshold—would itself produce no
forward masking. In other words, this assumes that an on-
frequency masker at 0 dB SL produces no forward masking.
To evaluate this possibility, and in general to determine how
much forward masking is obtained by low-level on-
frequency maskers, growth-of-masking functions were ob-
tained for on-frequency maskers at levels from 0 to 10 dB
SL. Although the 10-dB-SL condition was run in stage II
~Sec. II B!, it was also run here for comparison~the forward-

FIG. 2. As in Fig. 1, but for the
2000-Hz probe. The data points repre-
senting the mean of two subjects are
not connected to those points repre-
senting the means of three subjects.
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masked thresholds obtained here at 10 dB SL were approxi-
mately equal to those obtained in stage II, and thus we plot-
ted only the threshold estimates obtained here3!. All growth-
of-masking functions were fitted with a least-squares linear
regression. Although other functions may have provided bet-
ter fits, the fits themselves were not of particular interest.
Instead, of importance here is to determine approximately
how much, if any, forward masking is produced by very
low-level, on-frequency forward maskers. As was the case in
Figs. 1–3, S2’s results are shown but not included in the
calculation of mean data, nor in the statistical analyses.

The results for the 750-Hz signal are shown in Fig. 4.
The slope andr 2 values resulting from the fits are shown in
each panel. The horizontal dotted line at 0 dB is provided for

a visual reference. Noteworthy is that 0-dB-SL on-frequency
maskers consistently produced 3–6 dB of forward masking.
Straight-line regression analysis with masker level as the in-
dependent variable and amount of forward masking as the
dependent variable was completed for these data. Utilizing
the least-squares regression method, at test for zero intercept
was performed. This provides an indication of whether the
amount of forward masking produced by a 0-dB-SL masker
is significantly greater than 0 dB. Including the data from S1,
S3, and S4 in the regression model, the test for zero intercept
was significant for 750 Hz (t54.698, d f51, p50.0002).
Thus the amount of forward masking provided by a 0-dB-SL
masker is significantly greater than 0 dB.

The results for the 2000-Hz signal are shown in Fig. 5.

FIG. 3. As in Fig. 1, but for the
4850-Hz probe. The data points repre-
senting the mean of two subjects are
not connected to those points repre-
senting the means of three subjects.

FIG. 4. Displayed here are on-
frequency growth-of-masking func-
tions at low masker levels for a
masker and probe frequency of 750
Hz. The results are shown for all four
subjects as well as for the mean across
subjects S1, S3, and S4. The functions
were fitted with a least-squares regres-
sion. Slope andr 2 values are given in
each panel. The horizontal dotted line
indicates 0 dB of forward masking.
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A 0-dB-SL masker produces less masking here than for the
750-Hz signal, but nevertheless it does produce some for-
ward masking for three subjects~S1, S2, and S3!. This is
similar to what Moore and Vickers~1997! observed for their
2200-Hz masker and probe. The test for zero intercept indi-
cated that, overall, the amount of forward masking observed
at 0 dB SL is not significantly greater than 0 dB (t52.098,
d f51, p50.0522).

Finally, the results for the 4850-Hz signal are shown in
Fig. 6. Overall, there is less forward masking here at a
masker level of 0 dB SL than at the two lower frequencies. A
0-dB-SL masker does, however, produce about 2 dB of for-
ward masking for S1 and S2, but negative amounts for S3
and S4. Overall, the test for zero intercept indicated that a

0-dB-SL masker does not produce a significant amount of
forward masking (t520.965,d f51, p50.3491).

The growth-of-masking functions in Figs. 4–6 indicate
that, at least for 750 Hz, complete suppression in simulta-
neous masking~stage I! might not be evidenced by 0 dB of
forward masking~stage II!. Conversely, for 4850 Hz, 0 dB of
forward masking may also not imply complete suppression
in simultaneous masking; on average, masker levels from
0–4 dB SL produced almost no forward masking.

III. GENERAL DISCUSSION

The present study was concerned with two main issues.
The first was the extent of the frequency region where exci-

FIG. 5. As in Fig. 4, but for a 2000-Hz
masker and probe.

FIG. 6. As in Fig. 4, but for a 4850-Hz
masker and probe.
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tatory and suppressive masking contribute to simultaneous
masking for a givenf s . The second was whether there is an
effect of overall frequency region on the relative contribu-
tions of excitation and suppression to masking. Both issues
are considered below.

A. Effect of relative masker frequency and effect of
level

Previous physiological research~Delgutte, 1990a, 1996!
has indicated that the contribution of suppression to simulta-
neous masking is maximal under conditions wheref m is well
below f s . In the present study, however, for the two signal
frequencies~2000 and 4850 Hz! where suppression was ap-
parent, there was a tendency for there to be as much or more
suppression for thef m abovef s than for any of thef m below
f s. Moore and Glasberg~1982b! and Weber~1983! also gen-
erally observed more suppression in their psychophysical
studies whenf m. f s than whenf m, f s . It is worth noting,
however, that neither Moore and Glasberg~1982b! nor We-
ber ~1983! used masker frequencies well belowf s . The find-
ing that suppression contributed to simultaneous masking in
the present study whenf m. f s was not unexpected: we chose
the masker-signal separation in ERBs such thatf m / f s'1.2,
which is a nearly optimum ratio for psychophysical two-tone
suppression~Houtgast, 1974; Shannon, 1976!. Delgutte
~1990a, 1996! did not observe suppression for conditions in
which f m. f s , although he noted that one possible reason for
this could be his choice of a relatively lowf m ~1 kHz!, given
the generally small amounts of suppression for low-CF fibers
~Arthur et al., 1971; Harris, 1979; Fahey and Allen, 1985!.
Consistent with this is the finding that there is little or no
psychophysical suppression at low overall frequencies~Lee
and Bacon, 1998; Hicks and Bacon, 1999, present study!.
Thus had Delgutte used a higherf m , he too may have ob-
served suppression for conditions wheref m. f s . This gen-
eral lack of suppression at low frequencies may also account
for why neither Moore and Glasberg~1982b! nor Weber
~1983! observed much suppression for anyf m2 f s pair
tested, as both studies used a relatively lowf s ~1 kHz!.

The present study also found a clear tendency for sup-
pression to be either absent~2000 Hz! or reduced~4850 Hz!
when f m was just belowf s . Consistent with this finding is
that both Delgutte~1990a, 1996! and Moore and Vickers
~1997! also observed less suppression whenf m was just be-
low f s .

In the present study, for those conditions in which sup-
pression was observed, a greater contribution of suppression
to simultaneous masking was found at the highest level
tested~30 dB SL!. This finding is consistent with the physi-
ological results of Delgutte~1990a, 1996!, who found that
the contribution of suppression increased with increases in
masker level over the range of 40–80 dB SPL. It is also
consistent with the psychophysical results of Moore and
Vickers ~1997! and Oxenham and Plack~1998!. Our results
extend those of the previous studies, however, in showing
that this occurs not only for conditions wheref m, f s , but
also for conditions wheref m. f s .

B. Effect of overall frequency region

The results from the present study show a clear increase
in the contribution of suppression to simultaneous masking
as f s increased from 750 to 4850 Hz. These are the first set
of data~psychophysical or physiological! to address the issue
of whether the contributions of excitation and suppression to
simultaneous masking vary with overall frequency, and thus
there are no data in the literature with which to compare.
However, given that suppression reflects a cochlear nonlin-
earity ~presumably that which results from normal outer hair
cell function!, these data are consistent with previous physi-
ological findings indicating that the strength of the cochlear
nonlinearity increases with frequency~Schmiedtet al., 1980;
Delgutte, 1990b; Cooper and Yates, 1994; Javel, 1994; Coo-
per and Rhode, 1995!. The results are also consistent with
psychophysical data showing an increase in nonlinear pro-
cessing with increasing frequency~Shannon, 1976; Kidd and
Feth, 1981; Rosen and Stock, 1992; Lee and Bacon, 1998;
Baconet al., 1999; Hicks and Bacon, 1999!.

C. Implications for the interpretation of masking
patterns

Although simultaneous masking is probably rarely
achieved solely via suppression~e.g., Delgutte, 1990a, 1996;
Oxenham and Plack, 1998!, the results from the present
study show that suppression can contribute significantly to
simultaneous masking, particularly at higher signal frequen-
cies. It follows, then, that simultaneous-masked thresholds
could yield an incorrect estimate of the masker’s excitation
along the basilar membrane. Consequently, as Moore and
Vickers ~1997! pointed out, perceptual models that equate
simultaneous-masking patterns with excitation patterns are
not completely accurate. Indeed, the framework of many
excitation-pattern-based models may require modification
based on the contributions of suppressive masking~Zwicker
and Scharf, 1965; Zwicker and Fastl, 1990; Moore and Glas-
berg, 1996!. The contribution of suppressive masking, how-
ever, has yet to be mapped-out in sufficient detail to allow
modification of existing excitation-pattern-based models.

IV. SUMMARY

The results of the present study are consistent with the
hypothesis that simultaneous masking results from both sup-
pression and excitation, with each component contributing
differentially depending upon overall frequency region and
relative position of the masker. The results can be summa-
rized as follows:

~1! Except for conditions in whichf m was closest tof s on
the low-frequency side~21.84 ERBs!, the contribution
of suppression~when present! was relatively constant for
the masker-signal separations211.77, 27.19, 24.14,
and11.53 ERBs.

~2! Greater suppression was observed at higher levels.
~3! The contribution of suppression to simultaneous mask-

ing increased with increasingf s over the range of 750–
4850 Hz.
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~4! Assuming that suppression is a product of nonlinear co-
chlear processing, it appears that the strength of the non-
linearity progressively increases with increasing fre-
quency over the range of 750–4850 Hz.
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APPENDIX: PROBABLE INFLUENCE OF CONFUSION
FOR S2

On-frequency forward masking is a condition for which
confusion can affect the results. That is, the probe may be
perceived as a continuation of the on-frequency forward
masker, resulting in an artificially elevated threshold. Given
that the interpretation of the present data is heavily depen-
dent upon the amount of forward masking produced by the
on-frequency maskers, any elevation due to this type of con-
fusion in the on-frequency condition could greatly affect our
conclusions. In particular, confusion would lead to an over-
estimation of suppression in the off-frequency or combined
conditions. Neff~1985! suggested that the addition of a tem-
poral gap between the masker offset and the probe onset is
one of the most effective ways to avoid confusion effects.
Hence, a 5-ms silent gap~0-voltage points! was inserted be-
tween the masker and the probe.

As mentioned in Sec. I B, S2’s data were excluded from
the mean as her results in the on-frequency forward-masking
conditions were likely influenced by confusion. This conclu-
sion was drawn from the results of her on-frequency
forward-masked thresholds. Figure A1 displays the on-

frequency forward-masked thresholds for the conditions
where the masker was at 10 or 30 dB SL. The data for each
individual subject are shown in a single panel for all three
f s . The filled circles represent 750 Hz, the unfilled circles
represent 2000 Hz, and the inverted triangles represent 4850
Hz. The diagonal line across each panel represents a linear
slope. For all subjects, thresholds for the 10-dB-SL signal are
either equal to or greater than the masker level for allf s . A
similar trend was observed for the low-level on-frequency
growth-of-masking functions shown in Figs. 4–6, although
those data are plotted in terms of amount of masking and
masker SL ~quiet thresholds are given in Table I!. On-
frequency, forward-masked thresholds that are equal to or
higher than the masker level have been associated with con-
fusion effects~Moore, 1981; Moore and Glasberg, 1982a;
Neff, 1985!. However, this test for confusion is probably not
valid at very low masker SLs, because the signal level gen-
erally will be higher than the masker level, given that the
quiet threshold for the brief signal is usually higher than that
for the longer duration masker. Thus a better test for confu-
sion is at the higher masker level. Here the thresholds for the
signal are lower than the masker level for all subjects except
S2. This suggests that confusion was a problem only for S2.

Further evidence that confusion was restricted to S2
comes from the slopes of the two-point masking functions in
Fig. A1. Confusion is often evidenced by steep slopes, usu-
ally close to 1.0~Neff, 1985!. Slopes for the functions in Fig.
A1 are shown in Fig. A2. The slope values are consistently
higher for S2 than for the other three subjects for allf s . A
two-way ANOVA with subject and frequency as factors in-
dicated a highly significant effect of subject (F519.90,d f
53, p50.0016), but not of frequency (F50.83, d f52, p
50.4822). An all-pairwise multiple-comparison procedure
was completed using Tukey’s honest significant difference
method. A minimum significant difference between means of
.1748 was considered to be significant at the .05 level. Sub-
ject S2 was found to be significantly different from all other
subjects.

Further evidence that the other subjects probably were
not affected by confusion comes from additional data col-
lected from S1. We remeasured forward-masked thresholds
in all on-frequency and one off-frequency~24.14 ERBsf m)
condition for eachf s ~30-dB-SL condition! with a 10-ms gap

FIG. A1. Plotted here are the on-frequency forward-masked thresholds for
all four subjects. The filled circles represent the 750-Hz signal, the unfilled
circles represent the 2000-Hz signal, and the inverted triangles represent the
4850-Hz signal. The diagonal lines in each panel denote a slope of 1.

FIG. A2. Plotted here are the slope values for the straight lines drawn
between the data points displayed in Fig. A1.
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between masker offset and signal onset. Additionally, the
signal’s duration was decreased to 10 ms, making it even less
pitchlike, and hence less likely to be confused with the
masker. Forward-masked thresholds were essentially identi-
cal to those obtained in stage II, suggesting that confusion
had not influenced the results.

Furthermore, several researchers have found that the
presence of a broadband noise gated with the masker pro-
vides a cue that helps avoid confusion effects~Moore and
Glasberg, 1982a; Neff and Jesteadt, 1983; Neff, 1985!.
Hence, we remeasured all on-frequency forward-masked
thresholds~at 30 dB SL! with the addition of an ipsilateral
broadband noise~presented at a spectrum level of 0 dB SPL!
that was gated synchronously with the masker. Thresholds
were obtained for the 20-ms signal at a 5-ms delay and for
the 10-ms signal at a 10-ms delay. The on-frequency
forward-masked thresholds were essentially identical to
those obtained in the main experiment, suggesting that con-
fusion had not influenced the results obtained in stage II.

The results presented in this Appendix suggest that con-
fusion was a problem only for S2. For this reason, S2’s re-
sults were excluded from the mean results as well as the
statistical analyses.

1Throughout, we use the term ‘‘masking’’ to refer to what might be referred
to as ‘‘energetic’’ masking, as opposed to ‘‘informational’’ masking that
might result from, say, signal or masker uncertainty~e.g., Neff et al.,
1993!.

2This inability to mask the signal only occurred for a 30-dB-SL signal~see
Table III!. S4, however, could not perform the task for the 4850-Hz signal
paired with the 3938-Hz masker at 10 dB SL. Several attempts were made
to remeasure this threshold. S4 commented that she would ‘‘lose’’ the
signal in the threshold track. This inexplicable finding was restricted to this
one instance.

3Although masked thresholds were essentially the same, quiet thresholds for
S4 for the 20-ms, 750-Hz probe were approximately 6 dB lower~17 vs 23
dB SPL! than in stage II despite the fact that thresholds in stage II represent
nine estimates, and the range of those estimates was from 21 to 24 dB SPL.
The reason for this change in threshold is unclear.
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Dichotic pitches as illusions of binaural unmasking. III.
The existence region of the Fourcin pitch

John F. Cullinga)

University Laboratory of Physiology, Parks Road, Oxford OX1 3PT, United Kingdom
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Two experiments explored the existence region of the Fourcin pitch. In each experiment,
detectability was assessed by measuring listeners’ ability to discriminate pitch changes. In the first
experiment, the detectability of the pitch was measured as a function of the number of noises used
to generate it. In the second experiment, the pitch was generated using two noises with equal and
opposite interaural delays and detectability was measured as a function of the difference between
these two delays, and thus of the perceived pitch height. In each case, the experimental results were
compared with the predictions produced by a model of binaural unmasking, based on equalization
cancellation, that had been designed to recover broadband sounds, such as speech, from interfering
noise@Culling and Summerfield, J. Acoust. Soc. Am.98, 785–797~1995!#. The model accurately
predicted the results from experiment 1, but failed to show an adequate decline in performance for
small differences in interaural delay~corresponding to higher perceived pitches! in experiment 2. A
revised model, based on similar principles, but using data on listeners’ sensitivity to interaural
decorrelation, rather than an equalization-cancellation mechanism, was able to predict the results of
both experiments successfully. ©2000 Acoustical Society of America.@S0001-4966~00!04403-4#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Hg, 43.66.Pn@DWG#

INTRODUCTION

Dichotic pitches are heard when white noise is presented
to the two ears under various binaural configurations. Listen-
ing to each earphone alone, the listener just hears noise, but
when both earphones are used simultaneously a tone of some
sort is heard standing out from the noise. Due to the tonal
nature of each of these phenomena, they have been termed
dichotic ‘‘pitches,’’ and have hitherto been investigated via
pitch-matching experiments. However, one might more
broadly describe them as dichotically evoked sounds.

Culling and co-workers~1998a, c! argued that the three
most salient dichotic pitches, known as Huggins’ pitch
~Cramer and Huggins, 1958!, the binaural edge pitch~Klein
and Hartmann, 1986! and the Fourcin pitch~Fourcin, 1958,
1970! are all illusions produced by the mechanism of binau-
ral unmasking. Durlach~1962! and Klein and Hartmann
~1986! had previously invoked binaural unmasking as a
mechanism for producing these pitches, but in the case of the
Fourcin pitch, the suggestion was novel. As evidence for this
claim, they showed that many features of each kind of pitch,
both from the literature and from new experiments, could be
predicted by a single model of binaural unmasking which
had been designed to deal with the unmasking of complex
sounds, without reference to dichotic pitches~Culling and
Summerfield, 1995!. The model was essentially a multichan-
nel version of Durlach’s equalization cancellation EC model
~Durlach, 1960, 1962!, although with the important caveate
that the model should select equalization delays in each fre-
quency channel independently. In many cases, Cullinget al.
~1998a, c! contrasted the performance of this model with the
performance of competing models, based on selective direc-

tion of attention rather than on binaural unmasking~e.g.,
Bilsen, 1977; Raatgever, 1980; Raatgever and Bilsen, 1986!
or different implementations of the EC model, which do not
use different equalization delays in different frequency chan-
nels ~e.g., Bilsen and Goldstein, 1974; Klein and Hartmann,
1986!. In particular, Cullinget al. ~1998c! showed that the
spectra which the model recovered from Fourcin-pitch
stimuli corresponded to measurements of the perceived
pitches which had been reported in the literature, while other
models made qualitatively different predictions. A math-
ematical analysis showed that the model should produce the
correct pitch for any configuration of two noises. Although
this analysis showed that the model produces the correct
pitches, it did not demonstrate that the model makes those
predictions for all pitches which can be heard and for only
those pitches. In other words, it did not predict the existence
region of the Fourcin pitch.

The purpose of the current investigation was to extend
the case developed in the earlier papers by exploring the
existence region of the Fourcin pitch experimentally and
comparing it with that predicted by Culling and Summer-
field’s modified EC~mEC! model. Notwithstanding a recent
addition to the range of pitches that has been reported in
Fourcin-pitch stimuli~Raatgeveret al., 1998!, it is assumed
throughout this article that the nature of the pitch which is
evoked has been firmly established by others and that it is the
detectability/salience of this dichotically evoked sound under
different interaural configurations that most merits further
investigation.

A. The Fourcin pitch

The Fourcin pitch can be demonstrated by presenting
listeners with more than one~independent! broadband noise
simultaneously and binaurally, over headphones. Each noisea!Electronic mail: cullingj@cardiff.ac.uk
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has a different interaural delay, and the differences in inter-
aural delay between the different noises must be of the order
of milliseconds. The perceived pitch is related to the differ-
ence in interaural delay between the different noises~Four-
cin, 1958, 1970; Bilsen and Wesdorp, 1974; Bilsen, 1977!
and decreases with increasing difference in delay. The pitch
is ambiguous unless one of the two noises also has an inter-
aural phase shift of 180°, whereupon the period of the pitch
will be equal to the difference in delays. Since two or more
noises are used and since they can each have different inter-
aural delays, the Fourcin pitch has many parameters which
may be varied. It was therefore necessary to constrain the
current investigation to the most interesting manipulations.
Those selected were~1! the number of noises employed and
~2! the difference in interaural delay. These parameters were
explored in experiments 1 and 2, respectively. Those aspects
of the stimulus configuration which were not currently under
test were always designed to make the pitch maximally clear
~in the absence of empirical data on the effects of these pa-
rameters on the clarity of the pitch, assumptions were made
based on the mechanism of the mEC model! and unambigu-
ous; the delays were spaced evenly in interaural delay, with a
symmetrical overall pattern~e.g., 22, 0 and12 ms for 3
noises or23, 21, 11, and13 ms for four noises! and with
alternate noises interaurally inverted. Since Fourcin~1970, p.
322! remarked that the phenomenon is most clearly heard
when the pitch changes, the stimuli were also of an extended
duration with continual or repeated movements in pitch, giv-
ing listeners time to pick the movements up.

Fourcin ~1958, 1970! provides the only published re-
ports of the use of more than two noises to generate the
Fourcin pitch. Fourcin used up to five noises, which he
spaced equally in interaural delay~e.g.,24, 22, 0, 12, 14
ms! with alternate noises inverted at one ear. Under these
conditions, Fourcin observed that the clarity of the pitch did
not improve with the number of noises. Experiment 1 pro-
vides the first formally presented data on this dimension of
the existence region, using up to eight noises.

The extent of the existence region of the Fourcin pitch,
in terms of the binaural configurations for which a pitch can
or cannotbe heard, has not been reported previously. How-
ever, various studies have shown that the pitchcan be
matched against other forms of pitch-evoking stimuli using
differences in delays in the range 1–5 ms~Fourcin, 1958!,
2–11 ms~Bilsen and Goldstein, 1974!, and 2–9 ms~Bilsen
and Wesdorp, 1974; Bilsen, 1977!. Clearly the pitch exists in
these regions, but the breakdown of the phenomenon outside
them has not been documented. Experiment 2 seeks to ex-
plore the limits of the existence region.

B. The mEC model

Culling and Summerfield’s~1995! mEC model is a
modified version of Durlach’s EC model. Briefly, the left-
and right-channel wave forms are filtered by twin gamma-
tone filterbanks~Pattersonet al., 1987, 1988! and processed
by the Meddis~1986, 1988! hair-cell model. Then, corre-
sponding frequency channels from the two sides are equal-
ized first in level and then~so far as possible! in delay, be-
fore they are subtracted one from the other. Equalization

delays of up to65 ms are permitted and the best delays are
selected independently in each frequency channel. The re-
sidual energy in each frequency channel is a measure of the
binaural activity at that center frequency and a plot of rms
residual energy as a function of center frequency forms the
‘‘recovered spectrum’’. See Cullinget al. ~1998a! for a more
detailed description. The model gives a measure of the de-
viation in the interaural correlation from 1.0 at each fre-
quency. Such deviations in interaural correlation are widely
thought to be the percentual cues underlying binaural mask-
ing release~Gabriel and Colbum, 1981; Durlachet al., 1986;
Koehnkeet al., 1986; Jainet al., 1991; Culling and Summer-
field, 1995; Bernstein and Trahiotis, 1992, 1996a, b!.

I. EXPERIMENT 1

Experiment 1 measured the detectability of the Fourcin
pitch as a function of the number of noises used in generat-
ing the pitch, termed the ‘‘order’’ of the Fourcin pitch. Or-
ders of 2–8 were used. Listeners were presented in each trial
with an 11-pitch sequence, which traversed a wide range of
frequencies in approximately half-octave steps, and were in-
structed to discriminate the direction of pitch movement.

A. Stimuli

To make a single Fourcin-pitch sequence, a series of
Fourcin pitches were generated and then concatenated to-
gether. Each pitch was generated in the following way. Be-
tween two and eight 409.6-ms broadband noises~0–10 kHz!
were generated digitally at a 20-kHz sampling rate. A copy
of each of the noises was delayed, using frequency-domain
filtering. The original and copy were combined into a stereo
file. The left channel of every second stereo file was inverted
and the files created for each noise were summed. The inter-
aural delays were evenly spaced at intervals of the period of
the desired pitch period and were symmetrically distributed
about zero delay. These files could then be concatenated in
both ascending and descending order of pitch, to create as-
cending and descending sequences with approximately half-
octave steps between successive notes. After concatenation,
the overall stimulus was gated with a 10-ms raised-cosine
rise/decay function.

Since separately generated stimuli were directly concat-
enated, the transition between one pitch and the next was
accompanied by a brief period~up to 5 ms! during which the
noise in each channel was uncorrelated. This short period of
interaural decorrelation was not noticeable in the finished
stimuli and disrupted perception of the pitches less than gat-
ing the sound off and then back on between each pitch. Ak-
eroyd and Summerfield~1999! have measured the threshold
duration for the detection of burst a of decorrelation in oth-
erwise correlated noise and found that only one of their six
listeners could detect bursts of decorrelation shorter than 5
ms.

Figure 1 shows the broadband cross-correlation func-
tions for Fourcin pitches of order 2–8, which demonstrates
this arrangement. The maintenance of symmetry meant that
for an odd order, one noise was at zero delay, whereas for an
even order, two noises lay equally spaced on either side. In
order to maintain maximal perceptual salience for an unam-
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biguous pitch, every other noise was interaurally phase
shifted by 180° ~inverted!. The levels of the constituent
noises were adjusted so that each noise in a given stimulus
was the same level and their combined power was the same
for each condition. Five examples of each sequence were
generated for each of the 7 conditions~orders 2–8! and, for
each example, the 11 pitches were concatenated in both as-
cending and descending sequences. So, there were 537
32570 stimuli in all.

B. Procedure

Four listeners with no known hearing problems partici-
pated in experiment 1. They were trained without trial-by-
trial feedback on Fourcin-pitch stimuli of the kind used in
the experiment until they could discriminate ascending from
descending sequences with 90% accuracy. Some listeners
picked up the pitch quickly, while others were trained for
many hours. Listeners were not selected for aptitude in the
task. During the early stages of training, listeners were given
sets of stimuli in which Fourcin pitches were interspersed
with ‘‘filler’’ stimuli which were designed to sound similar,
but be more perceptually salient than the Fourcin-pitch
stimuli. Using these filler stimuli to assist listeners in training
was found to be essential for two of the four listeners. Vari-
ous filler stimuli were used, but the most effective were
bases on the MPS pitch~Bilsen, 1977!.

The listeners attended five 1-h sessions, during each of
which they completed two experimental runs. All the stimuli
were presented twice in a randomized sequence during each
run, so that each run yielded a score out of 20 for each
condition.

C. Results

Figure 2 shows the percentage of stimuli for which each
of the four listeners correctly discriminated ascending from
descending sequences as functions of the order of the Four-
cin pitch. The figure also shows thresholds for statistical sig-
nificance (p,0.01) for a single listener’s data in a single

condition @derived from binomial probability: 200 trials,
p(correct)50.5#. All four listeners showed a progressive de-
cline in discrimination accuracy with increasing order. By
order 8, only two listeners performed significantly above
chance (p,0.01).

D. Modeling

Figure 3 shows the spectra recovered by the mEC model
from the stimuli used in experiment 2. The model was run on
portions of the stimulus where the perceived pitch should be
179 Hz. The model correctly predicts that listeners will per-
ceive a pitch of that frequency, but like the listeners, the
model detects less evidence of a pitch as the order of the
Fourcin pitch is increased. For order 2, the output of the
model is well modulated, but, as the order of the pitch in-
creases, the modulation decreases and the recovered spec-
trum becomes more and more ragged. For order 8 the output
spectrum is virtually flat.

The most likely reason for the decline in salience is that
unlike autocorrelation, the principle of superposition does

FIG. 1. Broadband cross-correlation functions for stimuli with between two
and eight noises~order 2–8! in experiment 1. The interaural delays of the
constituent noises are distributed at 5.6-ms intervals, corresponding to a
perceived pitch of 179 Hz The cross-correlation used an exponentially ta-
pering window with 50-ms time constant.

FIG. 2. Percentage of upward/downward pitch movements correctly dis-
criminated as a function of the number of noises used to make the stimuli
~the order!. The data from four listeners is plotted separately with the dif-
ferent symbols. The error bars are standard errors of the mean for ten runs.

FIG. 3. Spectra recovered by the mEC model from the segment of noise
whose Fourcin pitch has a perceived frequency of 179 Hz in experiment 1.
Dotted vertical lines indicated the frequencies of harmonics of 179 Hz. Each
spectrum is for a stimulus generated using a different number of noises~the
order!, indicated by the numeric labels 2–8.
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not apply to the cross-correlation of finite-duration signals.
That is to say that when two stimuli with different cross-
correlation functions are added together, the cross-
correlation of the resulting stimulus isnot the sum of the two
separate cross-correlation functions. The broadband cross-
correlation functions shown in Fig. 1 show clearly that the
consequence of adding extra noises with different interaural
delays is that the cross-correlation~measured over a fixed
interval of time! becomes weaker at the delays of the existing
noises. By the time eight noises have been added, the spikes
in the cross-correlation marking the delay of each individual
noise are barely discernible from random fluctuations in the
function. This situation contrasts with the monaural effect of
echo pitch~also known as ‘‘rippled noise’’ or ‘‘repetition
pitch’’ ! for which the addition of extra noises at regularly
spaced delays increases pitch strength~e.g., Yost et al.,
1996!.

II. EXPERIMENT 2

Experiment 2 investigated the classical existence region
of the second-order Fourcin pitch, i.e., the range of pitches
which can be heard. Investigating this aspect of the phenom-
enon was more difficult than the effect of order, since the
stimulus could no longer be swept in an extensive sequence
of pitches through several octaves. These pitch sequences
were very helpful to listeners in enabling them to detect the
pitch.

In pilot experiments, shorter sequences were employed
that covered a smaller frequency range. However, even the
most sensitive listeners had great difficulty detecting the
pitch from such stimuli. As a result, the final design of ex-
periment 3 included three features designed to help the lis-
teners tune-in to the correct pitch while performing the task.
First, the stimuli at each pitch frequency were presented in
separate blocks, and the start of each block was preceded by
a monaural repetition pitch stimulus with a pitch equal to the
pitch frequency under test. Second, the Fourcin pitch stimuli
in each block were interspersed with an equal number of
modified multiple-phase-shift~MPS pitch! stimuli ~Bilsen,
1976!. These ‘‘filler’’ stimuli were designed to sound similar
to, but be slightly more salient than, the Fourcin pitches.
Third, the first two stimuli in a given block were always such
MPS fillers.

A. Stimull

Fourcin pitches were generated in a similar manner to
the second-order Fourcin-pitch stimuli from experiment 1.
Each stimulus was constructed from eight 409.6-ms seg-
ments which had expected pitches 5% above and 5% below
the pitch frequency under test. These segments were concat-
enated into sequences which either alternated through four
cycles high–low–high–low... or low–high–low–high... .
The stimuli were then gated with 10-ms raised-cosine onset/
offset ramps. The same 11 pitches were tested as were used
in Experiment 1, i.e., 31, 45, 63, 89, 125, 179, 250, 357, 500,
714 and 1000 Hz. Five examples of each stimulus were
made. With 11 frequencies35 examples32 alternations,
there were 110 Fourcin-pitch stimuli.

The filler stimuli were based on the MPS pitch described
by Bilsen ~1976!. The MPS pitch is made by introducing a
series of 360° interaural phase transitions at harmonic fre-
quencies into otherwise diotic noise. In other words, it con-
tains a harmonic series of Huggins’ pitches~Cramer and
Huggins, 1958!. The pitch is highly salient if made with
transition bandwidths which are 6% of the transition fre-
quencies. In order to make the MPS pitches less salient they
were created with 1% transition bandwidths. The narrower
bandwidths reduced the strength of the pitch somewhat, but
the pitch was still strong and the stimulus still differed from
the Fourcin pitch perceptually; for the MPS pitch the noise is
centered in the head while the pitch is either lateralized or
diffuse, whereas for the Fourcin pitch, neither component of
the percept is well localized. In order to diffuse the intracra-
nial position of the noise, and also to reduce the pitch sa-
lience further, the noise was partially interaurally decorre-
lated: the phases of each component of the noise were offset
at one ear form their original values by rectangularly distrib-
uted offsets in the range630°. The resulting stimuli were
still easy to discriminate from Fourcin-pitch stimuli, but
were sufficiently similar for the purposes of the experiment.
In common with the Fourcin pitches, the resulting sounds
were assembled into alternating-pitch stimuli and five ex-
amples of each stimulus were created. The cue tone which
preceded each block was a single 409.6-ms monaural repeti-
tion pitch ~Basset and Eastmond, 1964; Bilsen, 1966!. This
sound was generated by creating a 409.6-ms Gaussian noise,
delaying a copy of this noise by the period of the pitch under
test, and adding the delayed noise to the original. The result-
ing stimulus has a clear pitch with a noisy timbre.

B. Procedure

The same four listeners attended 11 1-h sessions, during
each of which they completed two experimental runs. Each
run was composed of 11 blocks of 20 stimuli. Each block
was preceded by a single monaural-repetition-pitch cue tone.
The noisy timbre of such a cue tone was thought more suit-
able than a pure tone as a cue for the stimuli which were to
follow. The pitch used in successive blocks either ascended
or descended throughout a run, except when the end of the
scale had been reached whereupon the pitch jumped to the
other end of the scale. The starting point varied progressively
from one run to the next, so that each block would occupy
each position in the sequence in different runs. For eleven
runs the blocks ascended in pitch and for eleven it de-
scended; two subjects did blocks of ascending pitch for the
first eleven runs while the other two did blocks of descend-
ing pitch.

The 20 stimuli in a block were each of the 10 Fourcin-
pitch stimuli ~5 examples32 alternations! and each of the
corresponding fillers. The listeners’ task was to listen to the
alternation of high and low pitch and determine whether the
sequence was high–low–high–low..., or the reverse. The
four cycles of alternation were important, because listeners
rarely heard the entire sequence, and found the optimal strat-
egy was to wait until they picked up the alternation and then
decide whether the final sound was high or low.
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C. Results

Figure 4 shows the effect of pitch frequency on listen-
ers’ ability to discriminate between high–low and low–high
alternation of both the Fourcin pitch~closed symbols! and
the modified MPS pitch~i.e., the fillers, open symbols!. Each
panel shows the results for one listener. The dotted lines
show thresholds for significant deviations from chance (p
,0.01) for each data point@from binomial probability: 220
trials, p(correct)50.5#. The MPS-pitch data are shown only
to illustrate the fact that they were more easily discriminated
than the Fourcin pitch stimuli.

Taking first the features of the Fourcin-pitch data which
the listeners show in common, the pitch appears to be most
salient around 125–250 Hz and is very difficult to hear for
all listeners at the two extremes of the stimulus set~31 and
1000 Hz!. All the listeners show a more or less monotonic
decline in discrimination performance between 250 and 1000
Hz. The listeners performance at frequencies between 31 and
125 Hz is more variable. In particular, listeners MT, EH, and
JM all show performance which is significantlybelow
chance for one or more pitch frequencies.

D. Modeling

Figure 5 show the spectra recovered by the model for
examples of the two Fourcin-pitch stimuli which were used
in each condition of experiment 2. The two pitches should

differ by 10%, but listeners had difficulty detecting the di-
rection of movement in experiment 2 when the pitch was
lower than 89 Hz or higher than 357 Hz~the limits of this
range varying across listeners!. In order for the model to
predict that the direction of a given pitch change should be
discriminable, the corresponding panel of Fig. 5 should show
peaks in the two curves which are displaced from each other
in frequency, indicating harmonic series with different fun-
damental frequencies. The model recovers spectral peaks at
appropriate harmonic frequencies for Fourcin pitches above
about 100 HzF0 . Unlike the listeners, no deficit in its per-
formance is evident for pitch frequencies above 250 Hz.

III. DISCUSSION

A. The empirical existence regions

Experiment 1 shows that the Fourcin pitch becomes pro-
gressively less detectable as the number of noises used to
generate it is increased~Fig. 3!. Experiment 2 shows that
pitches in the 125–250-Hz region~generated using interaural
delays of 4–8 ms! are most easily detected, but that devia-
tions from chance performance are displayed by the majority
of listeners at all frequencies from 45 to 714 Hz. In the cases
where listeners scored below chance, the most likely expla-
nation is that the listeners were unable to hear all the har-
monics of the pitch and that they picked up different har-
monics during the high and low-pitch phases of the stimuli;
if, for instance, decisions were based on single harmonics of
different number, it is not surprising that the wrong pitch

FIG. 4. Discrimination of high–low vs low–high alternation of Fourcin
pitches~closed symbols! as a function of Fourcin pitch frequency for the
four listeners in experiment 2. The dashed horizontal lines represent the
thresholds of statistical significance (p,0.01) for individual data points.

FIG. 5. Spectra recovered by the mEC model for Fourcin pitches at each
pitch frequency used in experiment 2. Each panel shows the recovered spec-
tra for the two Fourcin-pitch stimuli that listeners compared in experiment 2
for the indicated nominal pitch frequency. These stimuli had expected
pitches 5% above~solid lines! and 5% below~dotted lines! the nominal
pitch frequency.
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movement was perceived. This explanation is supported by
the fact that listeners reported a mismatch between the cue
tones used in the conditions with low pitch frequencies and
the pitches which they heard in the test stimuli. The test
stimuli had much higher pitches, which were consistent with
the detection of single high-numbered harmonics. Since lis-
teners did detect evidence of the Fourcin pitch which influ-
enced their decisions in a consistent manner, these deviations
from chance may be regarded as detection of the pitch.

B. The predicted existence regions

With the exception of the decline in salience for high
pitch frequencies in experiment 2, the spectra recovered by
the model predicts the pattern of results displayed by the
listeners in both experiments. The modulation of the model’s
output spectrum is affected by the order of the Fourcin pitch.
The spectra become increasingly featureless as the number of
noises is increased, mirroring the decline in the listeners’
ability to discriminate different pitch movements in these
conditions. The spectra produced by the model in response to
very low pitch frequencies, where listeners have difficulty
hearing the pitch, are quite flat~Fig. 5!; they become better
modulated at higher frequencies where listeners performance
is at its best~125–250 Hz!, but unlike the listeners, the
model seems to work well~produce pairs of spectra with
different harmonic structures! up to the highest pitch fre-
quency used~1000 Hz!. In contrast, the listeners show a
gradual decline in their ability to discriminate different pitch
movements at high pitch frequencies.

C. A revised model

The mismatch between model and data for high Fourcin
pitches is probably attributable to the mEC model’s lack of
internal noise. The internal noise in Durlach’s original for-
mulation was principally intended to model the reduction in
size of the binaural masking level difference with increasing
frequency. The mEC model was designed for the purpose of
making qualitative rather than quantitative predictions, and
so does not feature internal noise as used in Durlach’s origi-
nal formulation of equalization cancellation. Consequently it
performs too well at high frequency. Bernstein and Trahiotis
~1992, 1996a, b! have recently shown that the decline in
binaural masking release above 1500 Hz can be modeled by
including peripheral nonlinearities which encode only the en-
velope of the stimulus wave form at higher frequencies. The
model might be revised by adding internal noise or by
changing its peripheral nonlinearities.@The existing periph-
eral nonlinearities, provided by the Meddis~1986, 1988! hair
cell model, provide a degree of desynchronization to the car-
rier frequency at high frequencies, but this loss of synchrony
is rather less than would be necessary for accurate predic-
tions of binaural phenomena.# However, since contemporary
models of binaural unmasking interpret binaural detection of
masked sounds as resulting from the detection of interaural
decorrelation of the stimulus, one can, equivalently, use em-
pirical measurements of listeners’ sensitivity to interaural
decorrelation to predict their ability to detect sounds in noise

and, in this case, to directly detect the interaural decorrela-
tion which is present in dichotic-pitch stimuli.

Culling et al. ~1998b, 2000! have collected data on lis-
teners’ sensitivity to interaural decorrelation. They measured
listeners sensitivity to changes in correlation of one subband
embedded within a broadband correlated noise. This sensi-
tivity was expressed in terms of cumulatived8 and a family
of functions was derived which relate correlation to cumula-
tive d8 at each frequency~see the Appendix!. These func-
tions can be used to transform interaural correlations onto a
perceptual salience scale. By measuring the interaural corre-
lation of each frequency channel and calculating the cumu-
lative d8 for the difference between a correlation of 1 and
each interaural correlation,r, d(1,r)8 can be calculated.d(1,r)8
represents the perceptual salience of the interaural decorrela-
tion at that frequency, so a spectrum of values derived from
different frequency channels constitutes a perceptually scaled
binaurally recovered spectrum.

The revised model is similar to the mEC model in that it
permits the application of delays of up to 5 ms, which are
independently selected for each frequency channel. Like the
mEC model, it assumes similar frequency selectivity to the
monaural system~see Kohlrausch, 1988; Kollmeier and Hol-
ube, 1992!. So the stimuli are still passed through a pair of
gamma-tone filterbanks~Pattersonet al., 1987, 1988!. As be-
fore, the wave forms are optimally delayed, but rather than
canceling the corresponding left- and right-ear frequency
channels these wave forms are correlated within an exponen-
tially decaying window.@For the Fourcin-pitch stimuli used
in experiment 2, a delay of 106/4f ms ~wheref is the channel
center-frequency! must be applied to either the left- or right-
hand channel in order to achieve maximal correlation. The
side to be delayed alternates with increasing channel fre-
quency, switching wheneverf is a multiple of the pitch fre-
quency.# The window was exponentially decaying with a
100-ms time constant. The equivalent rectangular duration of
the window ~also 100 ms! was thus brought into line with
recent measurements of the binaural temporal window~Cull-
ing and Summerfield, 1998; Akeroyd and Summerfield,
1999!. The resulting product–moment correlations can then
be transformed according to the measured sensitivity of lis-
teners to deviations in correlation from one (d(1,r)8 ).

Figure 6 showsd(1,r)8 as a function of frequency for ex-
amples of the two Fourcin-pitch stimuli which were used in
each condition of experiment 2. The two pitches should dif-
fer by 10%, but listeners had difficulty detecting the direc-
tion of movement in experiment 2 when the pitch was lower
than 89 Hz or higher than 357 Hz~the limits of this range
varying across listeners!. The d8-based model appears to
make this prediction quite accurately. In order for the model
to predict that the direction of a given pitch change should be
discriminable, the corresponding panel of Fig. 6 should show
peaks in the two curves which are displaced from each other
in frequency, indicating harmonic series with different fun-
damental frequencies. None of these pairs of curves are iden-
tical, indicating that there may always be some audible dif-
ference between the two stimuli. However, systematic shifts
in the peaks, indicating the correct differences in pitch, are
only apparent for the middle range of pitch frequencies,
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where all the listeners were able to make the discrimination.
The revised model was also run on the stimuli from

experiment 1 in order to check that it can still correctly pre-
dicted a decline in salience with increasing order. The results
of this test are shown in Fig. 7 in identical format with Fig.
3 for easy comparison. The results are very similar in this
case.

IV. CONCLUSIONS

The results of the two experiments reported here are in
broad agreement with the predictions of the mEC model and

are therefore consistent with the view that the Fourcin pitch
is an illusion of binaural unmasking. Where disagreement
between the mEC model and the data exists, a similar mod-
eling method which incorporates measurements of the dis-
criminability of different levels of correlation gives more ac-
curate predictions.
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APPENDIX

Sensitivity to interaural decorrelation has been summa-
rized by Cullinget al. ~1998b, 2000! as follows. The growth
in perceptual salience, measured using cumulatived8, as a
function of deviation in correlation from one,d(1,r)8 , can be
described by

d~1,r!8 5e~k1n!2e~kr1n!. ~A1!

The parameters of this function varied with frequency
according to the following logistic functions. The parameters
of these logistic functions have been updated in line with
additional data collected since Cullinget al. ~1998b!.

k5
4.68

11e0.0027~ f 2666! 10.0027, ~A2!

n5
3.17

11e20.0047~ f 2560!22.75. ~A3!
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Auditory thresholds in a sound-producing electric fish
(Pollimyrus): Behavioral measurements of sensitivity
to tones and click trains
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In this report we present the first behavioral measurements of auditory sensitivity forPollimyrus
adspersus. Pollimyrus is an electric fish~Mormyridae! that uses both electric and acoustic signals
for communication. Tone detection was assessed from the fish’s electric organ discharge rate.
Suprathreshold tones usually evoked an accelerated rate in naı¨ve animals. This response~rate
modulation>25%! was maintained in a classical conditioning paradigm by presenting a weak
electric current near the offset of 3.5-s tone bursts. An adaptive staircase procedure was used to find
detection thresholds at frequencies between 100 and 1700 Hz. The mean audiogram from six
individuals revealed high sensitivity in the 200–900 Hz range, with the best thresholds near 500 Hz
~66.564.2 SE dBre: 1 mPa!. Sensitivity declined slowly~about 20 dB/octave! above and below this
sensitivity maximum. Sensitivity fell off rapidly above 1 kHz~about 60 dB/octave! and no
responses were observed at 5 kHz. This behavioral sensitivity matched closely the spectral content
of the sounds that this species produced during courtship. Experiments with click trains showed that
sensitivity~about 83-dB peak! was independent of inter-click-interval, within the 10–100 ms range.
© 2000 Acoustical Society of America.@S0001-4966~00!03704-8#

PACS numbers: 43.66.Gf, 43.80.Lb@WA#

INTRODUCTION

The African weakly electric fish~Mormyridae: Pol-
limyrus spp! produce elaborate communication sounds and
also possess specializations of the auditory periphery for
sound pressure detection~Crawford et al., 1986!. A tym-
panic gas bubble that is coupled to the sensory epithelium of
the sacculus mediates sound pressure detection~Stipetic,
1939; Werns and Howland, 1976; Fletcheret al., 2000!. Pre-
vious studies have focused on the information-bearing char-
acteristics of the communication sounds~Crawford et al.,
1986, 1997a! and the auditory neurophysiology of these
sonic fish~Crawford, 1993, 1997a; Kozloski and Crawford,
1998!. In this report, we present the first behavioral measure-
ments of auditory sensitivity forPollimyrus.

Pollimyrus produce a rich repertoire of sounds during
social behavior~Crawfordet al., 1986; Bratton and Kramer,
1989!. Males produce a succession of grunts and moans
while courting females. Grunts are acoustic click trains~du-
ration '250 ms! with an inter-click-interval of 18 ms, and
are produced in alternation with moans~duration'800 ms!.
The moans are tonal with sharp spectral peaks at 240 and
480 Hz ~Crawfordet al., 1997b!. Thus these sounds can be
approximated by sine tones or click trains—the stimuli we
used here to measure detection thresholds.

In addition to producing sounds,Pollimyrus emit weak
electric discharges~EODs! ~typically 6–20 EOD/s at rest!.
EODs function in communication and orientation~Moller,
1995!. The rate of EOD generation is modulated in response
to a variety of sensory stimuli. During natural encounters

with conspecifics, particular EOD temporal patterns~social
displays! are produced in a context dependent fashion
~Crawford, 1991; Moller, 1995!. In addition, novel stimuli
often result in an EOD suppression or acceleration~novelty
responses!. EOD modulations can be elicited by light~Mol-
ler, 1995; Ciali et al., 1997!, and sound~Kramer et al.,
1981!, and have been used previously as conditioned re-
sponses in behavioral studies~Mandriotaet al., 1965, 1968;
Ciali et al., 1997!.

In our experiments onPollimyrus, we used a classically
conditioned change in EOD rate as the behavioral assay for
sound detection. We determined auditory sensitivity as a
function of tone frequency and the inter-click-interval~ICI!
of click trains, examined hearing in relation to the fishes’
own natural sounds, and related the results to studies of au-
ditory neural computation in this species. A preliminary ac-
count of this work has been presented previously~Marvit and
Crawford, 1999!.

I. METHODS

A. Animals

Pollimyrus adspersuswere collected from the Niger
River Basin in Nigeria, imported to the United States, and
housed in laboratory aquaria at 26 °C. This study is based on
ten adults ~five male, standard length 63–80 mm, mean
573.2 mm, std56.6; five female, standard length 56–84
mm, mean567.0 mm, std510.9!. The animals were not
breeding at the time of experiment. A total of 24 individuals
were screened for consistent behavioral responses; animals
that did not achieve, or retain, criterion performance~at least
75% correct! during training sessions were excluded.

a!Electronic mail: marvit@psych.upenn.edu
b!Electronic mail: crawford@psych.upenn.edu
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B. Experimental tank

We used an experimental apparatus for underwater
acoustic preparation that has been successfully employed in
a number of previous studies of hearing in fish in other labo-
ratories~e.g., Fay, 1989; Lu and Fay, 1993!, and in our own
for auditory neurophysiology~Crawford, 1993, 1997a; Ko-
zloski and Crawford, 1998!. Thus the acoustic environment
of the current study facilitates comparison with previous be-
havioral and physiological investigations.

The fish were confined to a cylindrical holder centered
25 mm below the water surface in an acoustic tank. Each
acoustic tank was located inside a sound attenuated chamber
~IAC or Acoustic Systems!. The water was kept at 26 °C
~61.5°! and approximately 200-mS/cm conductivity. The
holder was constructed from a length of polyvinyl chloride
~PVC! pipe (l580 mm, d538 mm! that was machined to
remove most of the material along its length, creating large
elongate windows within a PVC frame. The windows were
covered with fine fiberglass mesh cloth~131 mm squares!.
The fish were free to move within the small holder, but con-
fined to the central acoustically calibrated portion of the
tank. The holder was equipped with three Ag/AgCl elec-
trodes (d51 mm! along its length, above the fish, for differ-
ential recording of ongoing EOD activity. A pair of Ag/AgCl
electrodes was also mounted on the sides of the holder in
order to deliver a weak but aversive current~UCS described
below!.

C. Acoustic stimuli

Stimulus generation was done with hardware from
Tucker–Davis Technologies~TDT! and microcomputers.
Tones and click stimuli were synthesized on a computer and
then output at a 50-kHz sample rate by a 16-bit digital to
analog converter~TDT DA1!, and low-pass filtered at 10
kHz ~TDT FT5!. The analog signals were fed to program-
mable attenuators~TDT PA4! and then to a power amplifier
~Crown D-75!. Sounds were presented through an underwa-
ter speaker~University UW-30!, sealed in a thick rubber
membrane and shielded within a grounded bronze mesh en-

closure, at the bottom of the experimental tank. Tones had
30-ms raised cosine onset/offset ramps. The clicks were syn-
thesized by passing 200-ms monophasic pulses through a
band-pass filter set at 300 and 3000 Hz. The clicks recorded
in the tank were about 5 ms in duration and had flat ampli-
tude spectra in the 300–3000 Hz band.

All acoustic signals were characterized from the output
of a pressure hydrophone~B&K 8103! positioned inside the
fish holder, at the position normally occupied by the fish
during testing. The output of the hydrophone was then am-
plified with BMA 202 amplifier, and digitized by a 16-bit
analog to digital converter~TDT AD1!. Tones were cali-
brated ~dB rms re: 1 mPa! from their amplitude spectra.
Clicks were calibrated dB peakre: 1 mPa from the digitized
waveform.

D. Training and testing

We used sound-elicited modulations in EOD rate to
measure acoustic detection in conditionedPollimyrus. The
novelty response will habituate with repeated sound presen-
tations, but the response can be maintained with conditioning
~e.g., Mandriotaet al., 1965!. Temporal sequences of EODs
were measured by computer from digitized records. EODs
were recorded differentially~BMA 202 amplifier! with the
recording electrodes in the wall of the fish holder. We used a
TDT spike discriminator and event timer~SD1 and ET1! for
time stamping the EODs to the nearest 1ms. The EOD rate
during a 3.0-s pre-stimulus period was compared to the rate
during the subsequent 3.0-s peri-stimulus period, and
changes in rate of 25% or more were taken as an indication
that the fish detected the sound~Fig. 1!. EOD rates during
the pre-stimulus period were typically about 10 EODs/s
~10.666.1 SD EODs/s!, and usually increased to 15 to 35
EODs/s during the pre-stimulus period~i.e., accelerated!.
Three of ten fish consistently decelerated during the acoustic
stimulus, and the detection criterion used was again a 25%
change. Individual fish responded to sound with either a con-
sistent EOD rate acceleration or a consistent deceleration

FIG. 1. The fish illustrated on top~a! accelerated its
EOD rate in response to the tone, and the fish on the
bottom decelerated in response to the tone. For each of
the three periods~pre, peri, and post!, the number of
EODs produced is shown, and the percent change in
rate ~EOD/s! relative to the pre-stimulus period is
shown. For the post-stimulus period, EODs were
counted for only 2 s after the UCS.
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~i.e., never changing direction!. At present, we do not know
the reason behind these individual differences in EOD modu-
lation.

We used a classical conditioning paradigm for training
and testing. The tone persisted through the 3.0-s peri-
stimulus period, and continued for an additional 500 ms into
a post-stimulus periodwhere it overlapped for with the UCS
~Fig. 1!. The UCS was a series of five 80-ms DC pulses, 3–6
mA, delivered with a 40-ms inter-pulse-interval. The fish
received this pairing of sound and the UCS on every training
and testing trial. Training and testing sessions both consisted
of 50 trials, and individuals were enlisted in single sessions
no more than once per 24 h. Mean inter-trial interval was 2
min uniformly varied630 s.

Tone responses were obtained for six individuals by
training them to a 500-Hz tone at 120 dB. This combination
of sound pressure and frequency was naturalistic based on
the fish’s acoustic behavior. Click train responses were ob-
tained for five fish~three of which were also used for tones!
by initially conditioning them with trains having inter-click-
intervals~ICI! that randomly varied from 10 to 100 ms, and
with random levels between 110 and 130 dB. On any par-
ticular conditioning trial, the ICI and level of the train was
fixed. The fish typically began performing at 75% correct, or
better, within 2–5 training sessions with both tones and click
trains ~Fig. 2!.

Auditory thresholds were obtained using a 1-up 2-down
adaptive staircase procedure~Fig. 2!, estimating thresholds at
approximately 71% correct~Levitt, 1971!. In this procedure,
the stimulus level was determined by the fish’s behavioral
response. When the fish detected a sound, the sound was
presented in the next trial at the same level. If the fish de-
tected it again, the level was decreased for the subsequent
trial ~i.e., 2 down!. When the fish missed the sound~i.e., no
criterion EOD response!, the stimulus level was increased to
the previous level~i.e., 1 up!. Changes in the direction of
stimulus level change were referred to asreversals~Fig. 2!.

The stimulus level step size was 6 dB for the first four
reversals and these were not used in the threshold estimate.
Subsequent steps were 3 dB. The threshold for a session was
calculated as the average of the levels of the last even num-
ber of reversals. For the example shown@Fig. 2~b!#, ten 3-dB
reversals were used. Had there been an eleventh 3-dB rever-
sal, it would have been used in combination with the previ-
ous nine reversals~i.e., omitting the first 3-dB reversal at
trial 24!. The standard error of each estimate was also calcu-
lated. Occasionally the SE was high~SE.3 dB! or there
were too few usable reversals~less than 6!, and the threshold
for this frequency was estimated again on another day. In
most test sessions, the threshold estimate was based on 8 to
12 reversals.

Each fish was used in only one test session on a given
day, to obtain an estimate of threshold for a single frequency.
The individual’s audiogram was constructed by combining
the threshold estimates for each of ten frequencies obtained
over a period of about three weeks. An average audiogram
for Pollimyrus was constructed by calculating the mean
threshold, at each frequency, across all the individuals.

We selected the tested range of tone frequencies~100–

1700 Hz! and ICIs~10–100 ms! based upon characteristics
of the sounds made byPollimyrus. The courtship sounds
have their peak energy in the 200–600 Hz range, and we
thus expected that auditory sensitivity might be particularly
high in this region. The click trainlike sounds are made with
ICIs of approximately 20 ms~grunts! and 40 ms~growls!,
and therefore we spanned this range in click train ICIs. The
trained fish were randomly tested at 100, 200, 300, 400, 500,
600, 900, 1200, 1400, and 1700 Hz to construct the audio-
grams. For click trains, fish were tested at 10-, 20-, 40-, 80-,
and 100-ms ICI in randomized order.

In order to make sure that our criterion for detection
~25% change in EOD rate! was reliable, we estimated the
frequency with which each fish met criterion in the absence
of an acoustic stimulus~i.e., false positives!. In every trial,
the EOD rate during the 3.0-s period preceding the pre-
stimulus period~i.e., the pre-pre-stimulus period! was re-
corded, and compared to the pre-stimulus rate. The incidence
of fish spontaneously reaching criterion was low, typically in
the 20%–30% range~2563% SE!. In the two-down one-up
adaptive procedure we used, this low rate of spontaneous
responses had a negligible influence on the course of the
staircase and the subsequent threshold estimate. We repeated
one to five threshold estimates for each of seven fish, and the

FIG. 2. The top panel~a! shows the first 25 training trials from a session of
50 trails. Each black dot indicates the time at which the fish made an EOD.
In trials 1, 4, and 5, the dots are plotted as open circles because the fish did
not show criterion accelerations on these trials. In most trials the fish
showed a substantial EOD rate increase that was synchronized to the onset
of the tone. The lower panel~b! shows a staircase testing session at 500 Hz.
In this case, the threshold estimate of 61 dB was calculated from the ten
reversals shown as circles with black centers. Sound levels are dB rmsre: 1
mPa.
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results were reasonably consistent with an average threshold
difference of 6 dB62.5 dB SE. The low rate of spontaneous
responses, the repeatability of threshold estimates, and the
systematic dependence of threshold on sound frequency, all
support the robustness of this method for estimating auditory
thresholds.

We conducted several checks to be sure that our behav-
ioral responses were mediated by the calibrated acoustic
stimulus and not by an unidentified but correlated cue. First,
we presented sounds well outside the expected auditory
range~5 kHz! and confirmed that there was no detection. If
the fish were, for example, detecting a minute electrical ar-
tifact, a 5-kHz signal would have been a better stimulus for
the most sensitive high frequency electro-receptors~Hop-
kins, 1981!, and the animals should have continued to re-
spond to this stimulus. None of the fish responded to the
5-kHz stimulus.

Second, we re-measured auditory thresholds~at 500 Hz!
in the presence of a continuous wide band pass masking
noise~100–1000 Hz bandwidth! delivered from a speaker in
air, suspended 1 m above the test tank. A separate hardware
system~TDT and PC! was used to generate continuous noise
during this control procedure. The spectrum of the broadcast
noise was corrected so that the sound pressure signal was
flat, as measured underwater at the position occupied by the
fish. Noise delivered from the speaker in air should only
have masked signal detection if detection was based on hear-
ing. Four fish were used for this control procedure, including
two previously tested with tones and click trains.

II. RESULTS

Trained Pollimyrus consistently modulated their EOD
rate when they detected a sound, and then gave a pronounced
burst of EODs in response to the applied current@Figs. 1 and
2~a!#. Testing with tone frequencies to which the fish were
sensitive produced regular declining staircases, and then a
sequence of reversals bracketing threshold@Fig. 2~b!#. The
resulting audiograms showed thatPollimyruswere most sen-
sitive to tones in the 200–900 Hz range~Fig. 3!. The lowest
thresholds were near 500 Hz, with an average threshold of
66.5 dB64.2 SE at 500 Hz. Sensitivity declined slowly
~about 20 dB/octave! above and below the sensitivity maxi-
mum. Above 1 kHz, sensitivity fell off sharply~about 60
dB/octave!. Threshold estimates for tones did not differ sig-
nificantly between males and females@F(1,4)50.153, p
.0.71].

The region of maximum sensitivity closely matched the
dominant energy in the spectrum of the sounds these fish use
in communication~Fig. 3!. The high sensitivity at 500 Hz
corresponded to the position of the prominent spectral peak
in the Pollimyruscourtship display at about 490 Hz~Craw-
ford et al., 1997a!. There was some individual variation in
the thresholds of the six fish used to estimate the average
audiogram forPollimyrus ~Fig. 3!.

Pollimyrusproduced the same kind of EOD modulations
when trained on click trains, and their behavior during test-
ing was similar to that described for tones. However, thresh-
old was essentially independent of ICI in the 10–100 ms
range~Fig. 4!. The mean response function was nearly flat,

with thresholds for five animals ranging from 81.0 to 86.9
dB peak, and averaging 83.3 dB61.2 SE. The individual
differences for the click data were relatively small. There
was no significant difference between estimates from males
and females@F(1,2)50.76,p.0.80].

Masking noise, delivered from a speaker in air, resulted
in systematically elevated thresholds. The degree of masking
was dependent upon the sound pressure of the masking noise
@F(2,9)513.2, p,0.002]. Detection thresholds were mea-
sured with ~1! no masking,~2! a moderate masking level
~105-dB rms!, and ~3! a high masking level~120-dB rms!.
The mean unmasked threshold at 500 Hz was 59.2 dB65.4
SE, and was not significantly different from the 500-Hz
thresholds obtained while constructing the audiograms~i.e.,
66.5 dB64.2 SE,t52.3, d f58, p.0.31). Thresholds were
elevated by 14 dB~72.7 dB65.7 SE! with the moderate

FIG. 3. The mean audiogram is indicated by the heavy line and is based on
six individual P. adspersus. Thresholds for all six individuals are indicated
at each frequency by various symbols. The composite vocalization sound
spectrum is based on a courtship sequence including grunts, moans, and a
growl ~Crawfordet al., 1997a!. Thresholds are dB rmsre: 1 mPa.

FIG. 4. The mean threshold for click trains differing in inter-click-interval,
with SE, is shown for five adults by the thick black line. The data for each
individual are presented as dashed lines keyed by different symbols shown
at the lower right.
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masking level, and by 40 dB~99 dB65.6 SE! with the high
masking level.

III. DISCUSSION

The acoustic behavior and auditory physiology ofPol-
limyrus have received considerable attention in recent years
~e.g., Crawford, 1997b; Crawfordet al., 1997a!. The rela-
tively simple ear and acoustic social signals make this spe-
cies particularly appealing for neuroethological studies of au-
ditory processing. Nevertheless, prior to the present study we
had no behavioral data on sound detection inPollimyrus.
The successful exploitation of natural EOD behavior for
measuring sound detection is providing critical new informa-
tion on hearing in this species, and has opened the door to
ongoing studies of acoustic discrimination in mormyrids
~Marvit and Crawford, 2000!.

Hearing in Pollimyrus is beautifully matched to the
acoustic energy in the communication sounds that this spe-
cies produces~Fig. 3!. During close-range sonic courtship,
the sounds must be on the order of 70–90 dB above thresh-
old ~Crawfordet al., 1997b!. The moans in the display intro-
duce strong spectral peaks in the 225–275 Hz range, and in
the 425–525 Hz range~Crawford et al., 1997a!. The best
sensitivity revealed by our average audiogram corresponds
closely with the higher of these two peaks, providing a clue
that the second peak may be particularly important to the
natural communication. Although less pronounced, the au-
diogram also suggests a second sensitivity maximum near
the lower frequency spectral peak.

Although it is common practice in animal auditory psy-
chophysics to train animals at a single audible frequency
before measuring the audiogram, it is possible that the train-
ing stimulus might have influenced the shape of the audio-
gram. Results from ongoing studies with fish trained either at
other frequencies or with a randomly varying set of frequen-
cies suggest that there could have been a small influence of
training on the shape of an individual’s audiogram, but fur-
ther work is needed to determine the significance of this
effect. The close correspondence of ourPollimyrus audio-
gram to the audiograms of other species obtained with a
variety of different methods~Fig. 5! suggests that if there
was an influence of training, it was probably small.

The audiogram ofPollimyrus is similar to the audio-
grams of a variety of other species of fishes that also have
peripheral adaptations for sound pressure detection~Fig. 5!.
The auditory sensitivity ofGnathonemus petersii, another
mormyrid electric fish, differs by only 5–10 dB fromPol-
limyrus, with the largest differences appearing at high fre-
quencies whereG. petersiiis apparently slightly more sensi-
tive ~McCormick and Popper, 1984!. G. petersii is also a
sound producer~Rigley and Marshall, 1973!.

The hearing of these mormyrids is similar to that of the
goldfish ~Carassius auratus!, with the general shape of the
mormyrid audiograms corresponding closely to that of the
goldfish~Fay, 1969, 1988!. The frequencies for the best sen-
sitivities of both goldfish~350 Hz; Fay, 1969! andG. petersii
~400 Hz; McCormick and Popper, 1984! were quite close to
what we found inPollimyrus. However, goldfish are about
20 dB more sensitive thanPollimyrus at most frequencies.

Sensitivity differences are greatest at the lower frequencies,
below about 1500 Hz. These differences may reflect true
species differences. The goldfish data were obtained under
the same acoustic conditions. However, different behavioral
measures and criteria were used for the two species, and they
may have also contributed to the differences in threshold
estimates. The goldfish thresholds were measured based on
respiratory suppression.

In our studies, and in comparisons with other species
that have evolved coupling of auditory organs to gas-filled
tympanic structures, we have assumed that the measured re-
sponses are determined by the pressure component of the
acoustic stimuli. Although it is likely that there is at least
some small contribution of particle motion detection in these
species, several lines of evidence show that pressure detec-
tion dominates these responses. Removing the gas from the
mormyrid’s tympanic ear bladder reduces sensitivity pro-
foundly ~by about 32 dB; Fletcheret al., 2000!, and similar
experiments with fish having other specializations that
should mediate pressure detection have also produced large
deficits ~e.g., Fayet al., 1982; Yan, 1998!. These manipula-
tions are only expected to influence pressure transduction.
Our behavioral thresholds withPollimyrusare also close to
the best sensitivities measured electrophysiologically under
identical acoustic conditions, but while the heads of the im-
mobilized fish were rigidly fixed during physiology~Craw-
ford, 1993; Suzuki and Crawford, 2000!. At present it ap-
pears that even under conditions where there may be
appreciable particle motion component of the sound field,
mormyrid auditory responses are dominated by pressure de-
tection. Further experiments will be needed for a complete
understanding of the relative contributions of the various
acoustic parameters, under various conditions, and in differ-
ent regions of the audiogram.

So far as is currently known, goldfish do not produce
communication sounds. Like mormyrids, goldfish and the
cyprinid stock from which they are derived inhabit shallow

FIG. 5. The audiogram ofP. adspersuscompared to audiograms for several
other fish species that have specializations for sound pressure detection. The
Pollimyrus audiogram is duplicated from Fig. 3. The data for the other
species was taken from Fay~1988!.
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fresh water. These environments are usually acoustically
quiet in the spectral region where these animals are sensitive
to sound. The high acoustic sensitivity of fishes in these en-
vironments is probably advantageous because it allows them
to detect the incidental sounds made by other fish while for-
aging, and while engated in courtship and mating, and other
sounds that might facilitate orientation, the detection of prey,
and the evasion of predators. Considering the similarities in
hearing among species, especially those that are not sound
producers, it may be reasonable to suppose that the evolution
of hearing in mormyrids pre-adapted these animals for the
subsequent evolution of acoustic signaling. Subsequent se-
lection may have then driven an improved match between
sound production and auditory sensitivity.

Even though there is similarity in the audiograms of
many species, natural and sexual selection may well have
yielded important species differences in hearing that will not
be uncovered by simply measuring tone thresholds. It is per-
haps more likely that important differences exist in the abil-
ity to make particular types of acoustic discriminations. For
example, there are at least two sound producing species
within the genusPollimyrusliving in the Niger River~Craw-
ford et al., 1997b!. These fish must discriminate between
similar sounds made by conspecific and heterospecific males.
In ongoing experiments, we have extended the methodolo-
gies presented here to address new questions about acoustic
discrimination~Marvit and Crawford, 2000!.

The fish’s grunts are essentially like trains of clicks,
with ICI of 16–20 ms and a relatively flat spectrum between
100 and 1200 Hz. Nevertheless,Pollimyrusshowed no par-
ticular sensitivity to the click trains that were most similar to
grunts ~ICI of 20 ms!. It may be thatPollimyrus are more
sensitive to small differences in click rate in the range used
in natural communication, but this awaits new discrimination
experiments. It is interesting that, even though the total en-
ergy in the click trains we used was greater at the shorter
ICIs, the short ICI trains were no more detectable than the
longer ICI trains.
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Influence of spatial and temporal coding on auditory
gap detection
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This study investigated the effect on gap detection of perceptual channels, hypothesized to be tuned
to spatial location or fundamental frequency (f 0). Thresholds were measured for the detection of a
silent temporal gap between two markers. In the first experiment, the markers were broadband noise,
presented either binaurally or monaurally. In the binaural conditions, the markers were either diotic,
or had a 640-ms interaural time difference~ITD! or a 12-dB interaural level difference~ILD !.
Reversing the ITD across the two markers had no effect on gap detection relative to the diotic
condition. Reversing the ILD across the two markers produced a marked deterioration in
performance. However, the same deterioration was observed in the monaural conditions when a
12-dB level difference was introduced between the two markers. The results provide no evidence for
the role of spatially tuned neural channels in gap detection. In the second experiment, the markers
were harmonic tone complexes, filtered to contain only high, unresolved harmonics. Using
complexes with a fixed spectral envelope, where thef 0 ~of 140 or 350 Hz! was different for the two
markers, produced a deterioration in performance, relative to conditions where thef 0 remained the
same. A larger deterioration was observed when the two markers occupied different spectral regions
but had the samef 0 . This supports the idea that peripheral coding is dominant in determining
gap-detection thresholds when the two markers differ along any physical dimension. Higher-order
neural coding mechanisms off 0 and spatial location seem to play a smaller role and no role,
respectively. ©2000 Acoustical Society of America.@S0001-4966~00!02204-9#

PACS numbers: 43.66.Mk, 43.66.Pn, 43.66.Hg@DWG#

INTRODUCTION

Gap detection has long been used as a measure of tem-
poral resolution in the auditory system~Plomp, 1964b; Pen-
ner, 1977; Buus and Florentine, 1985; Mooreet al., 1993!.
Often, for sinusoids and broadband noise, silent gaps of 5 ms
or less can be detected. This minimum detectable gap dura-
tion has been interpreted as revealing a fundamental ‘‘slug-
gishness’’ in the auditory system’s response to very rapid
changes in sound level. In another class of gap-detection
experiments, the sounds before and after the gap, known as
‘‘markers,’’ differ along a certain physical dimension. For
instance, using sinusoids, the two markers may have differ-
ent frequencies. Previous studies have found that gap-
detection thresholds increase as the frequency difference be-
tween the two markers increases, and that at large frequency
differences, the minimum detectable gap increases to 20 ms
or more, i.e., approximately an order of magnitude greater
than when the two markers are at the same frequency~e.g.,
Williams and Perrott, 1972; Formby and Forrest, 1991;
Formbyet al., 1998!. A similar deterioration in performance,
both in traditional gap detection~Phillips et al., 1997! and in
modulation gap detection~Groseet al., 1999!, is found when
the two markers are presented to separate ears.

The effect of a difference in marker frequency has gen-
erally been attributed to the frequency selectivity established
in the auditory periphery, and has also been modeled in this
way ~Forrest and Formby, 1996; Heinzet al., 1996!. When

the two marker frequencies are the same or very similar, the
markers stimulate the same region of the cochlear partition,
which in turn leads to responses from the same population of
auditory nerve fibers. Thus any perceived interruption~fluc-
tuation, onset, or offset! in the stimulus is a reliable cue for
detecting the gap. When the two markers have different fre-
quencies, they are separated in the cochlea such that they
maximally stimulate different places along the cochlear par-
tition, which in turn leads to different populations of auditory
nerve fibers responding to each frequency. In this case, the
offset of the first tone and the onset of the second are always
perceived, whether the gap is present or not. Thus the per-
ceived onset or offset is no longer a reliable cue, and the gap
can only be detected by a timing comparison across different
neural channels~e.g., Hanekom and Shannon, 1998!. These
two cases are therefore often referred to as ‘‘within-channel’’
and ‘‘between-channel’’ gap detection, respectively.1

This explanation relies on the fact that stimulus fre-
quency is a neurally and perceptually relevant dimension: If
the auditory system were not frequency selective, then no
discontinuity between the two markers would be perceived,
regardless of the frequency difference. Similarly, gap detec-
tion might be used to probe other, higher-level, organiza-
tional principles in the auditory system. Two dimensions that
are known to have neural representations established at a
level higher than the cochlea are spatial location~Moore,
1991; Brainard, 1994! and periodicity~Langner, 1992!. Re-
cently, Phillipset al. ~1998! reported finding an influence of
spatial perceptual channels on gap detection. In their experi-
ment, listeners were seated individually in a room with twoa!Electronic mail: oxenham@mit.edu
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loudspeakers, positioned to the left and right of the listener.
In one condition, listeners were required to detect a gap in a
broadband noise emitted from one of the loudspeakers. As in
studies using headphones, thresholds were generally less
than 5 ms. In the second condition, the sound preceding the
gap ~marker 1! was played from one loudspeaker, while the
sound following the gap~marker 2! was played from the
other loudspeaker. Here, thresholds for gap detection were
much worse, often by an order of magnitude. Phillipset al.
suggested that this was due to the auditory system represent-
ing the two stimuli in different spatially tuned neural chan-
nels and that, as with the markers of different frequencies,
the auditory system was not able to compare timing effi-
ciently across these different channels.

While the study of Phillipset al. ~1998! suggests that
gap detection may indeed be a straightforward way of prob-
ing higher-order neural representations of sound, some ques-
tions remain. First, the localization of sound is generally
achieved by combining information from the two ears in the
form of interaural time differences~ITDs! and interaural
level differences~ILDs! ~Blauert, 1997!. From the study of
Phillips et al., it is not clear which of these cues was domi-
nant in producing the deterioration in gap detection. Second,
presenting the markers from different locations results in
monaural level differences between the two markers, at least
for frequencies above about 500 Hz~Blauert, 1997!. It has
long been known that a monaural level difference between
the two markers produces a deterioration in gap detection
~Plomp, 1964b; Plack and Moore, 1991!. Thus it is possible
that the results of Phillipset al. ~1998! do not represent an
effect of spatial hearing at all, but rather reflect the monaural
effect of introducing a level difference across the gap. These
questions can be addressed by presenting the sounds over
headphones. In this way, ITDs and ILDs can be manipulated
independently to assess the relative contributions of each to
changes in gap detection. Furthermore, the relative contribu-
tion of the monaural system can be assessed by comparing
binaural and monaural performance using the same level dif-
ferences.

Another acoustic dimension that seems to be represented
in the higher levels of the auditory system is periodicity, or
repetition rate~Langner, 1992!. For complex sounds, this
representation is believed to be orthogonal to the tonotopic
representation of frequency, already established in the co-
chlea. It may be especially relevant for complex harmonic
sounds, such as speech, where higher-order harmonics are no
longer spectrally resolved in the auditory system, but where
they combine within individual auditory filters to form peri-
odic waveforms with a repetition rate equal to that of the
fundamental frequency (f 0). Complexes comprising only
high-order, unresolved harmonics can be used to dissociate
the effects of spectral and temporal cues~Vliegen and Oxen-
ham, 1999!. Although the pitch of complexes containing
only unresolved harmonics is weaker than that of resolved
harmonic complexes, it remains reasonably clear and can be
used to make judgments of musical intervals~Houtsma and
Smurzynski, 1990!.

If periodicity represents an important neural coding prin-
ciple, and if gap detection reflects such coding, then gap

detection should be worse for conditions where thef 0 of the
two markers is different, even if the spectral envelope and
overall level remain constant. This seems not to have been
tested before, although some evidence suggests that gapdis-
crimination deteriorates somewhat as thef 0 difference be-
tween the markers is increased~Vliegenet al., 1999!. Further
evidence for the effect of periodicity on gap detection comes
from a study of cochlear implant patients~Chatterjeeet al.,
1998!. In their experiment, Chatterjeeet al. found that when
stimulating a single electrode, performance was generally
worst when the pulse rates of the two markers were very
different. This is somewhat analogous to changing thef 0

while keeping the spectral envelope constant.
The experiments described here explore the effects of

spatial and temporal cues on auditory gap detection. In the
first experiment, the roles of ITDs, ILDs, and monaural level
differences on gap detection in broadband noise were inves-
tigated. In the second experiment, unresolved harmonic com-
plexes were used to separate the roles of spectral envelope
and periodicity in gap detection.

I. EXPERIMENT 1. INFLUENCE OF SPATIAL
PERCEPTUAL CHANNELS ON GAP DETECTION

A. Stimuli

Gap-detection thresholds were measured using broad-
band noise as markers. In the binaural conditions, the mark-
ers were either identical in the two ears~diotic!, or had an
ILD of 12 dB or an ITD of 640ms. These differences were
sufficient to fully lateralize the stimuli to one or the other
side ~Blauert, 1997!. The following ITD conditions were
tested:~1! Both markers lateralized to the left;~2! both mark-
ers lateralized to the right;~3! the first and second markers
lateralized to the left and right, respectively; and~4! the first
and second markers lateralized to the right and left, respec-
tively. The ILD condition comprised marker 1 being lateral-
ized to the left and marker 2 to the right. In two of the four
monaural conditions, the ILD condition was repeated with
either the left or the right headphone disconnected, such that
a monaural level difference occurred between the two mark-
ers, with either the first marker~left ear only! or the second
marker~right ear only! 12 dB higher. In the other two mon-
aural conditions, the markers were at the same level and
were both presented to either the left or the right ear. A
schematic diagram of some of the stimulus configurations is
shown in Fig. 1.

The spectrum level of the markers was 36 dB SPL, ex-
cept in conditions involving a level difference. In such cases,
the spectrum levels were 36 and 24 dB SPL~nominal overall
levels of 79 and 67 dB SPL!. The duration of the first marker
was fixed at either 10 or 150 ms. Two durations were tested
because Phillipset al. ~1997, 1998! have reported that a short
initial marker increases the difference in performance be-
tween within-and between-channel gap detection. The dura-
tion of the second marker was varied randomly in each in-
terval from 100 to 300 ms, with uniform distribution. This
was intended to render a possible cue of overall duration
unreliable ~Formby and Forrest, 1991!. The markers were
gated abruptly; because they were broadband, no audible
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spectral splatter was generated by this procedure. Before
each trial, a new 655-ms sample of Gaussian noise was gen-
erated. The four noise bursts~markers 1 and 2 for both in-
tervals! were cut independently and randomly with replace-
ment from this long buffer.

All stimuli were generated digitally at a sampling rate of
50 kHz, and played out via a digital-to-analog converter
~TDT DA2!, The stimuli were lowpass filtered at 20 kHz
~TDT FT5! and passed through a programmable attenuator
~TDT PA4! before being presented to the listener via a head-
phone buffer~TDT HB6! and a Sony MDR-V6 headset.

B. Procedure

Thresholds for the minimum detectable gap were mea-
sured using a two-interval, two-alternative forced-choice
method with a 3-down 1-up interleaved adaptive tracking
procedure, which tracks the 79%-correct point on the psy-
chometric function. Listeners were presented with two inter-
vals, separated by an interstimulus interval of 400 ms, and
were required to select the interval containing the gap.
Correct-answer feedback was provided after each trial. In the
‘‘no gap’’ interval, the two markers generally abutted each
other, such that there was no gap between the offset of
marker 1 and the onset of marker 2. The exception to this
was in the ITD conditions where the lateralization changed
between markers. In these cases, even in the ‘‘no gap’’ in-

terval, a gap of 1.28 ms (23640ms) was present in one of
the two ears. This gap was not reported as being heard by
any of the listeners, which is not surprising given that the
minimum detectable gap is usually found to be between 2
and 3 ms. Thresholds in this condition are given as the du-
ration of the longer of the two gaps.

The initial gap duration was set to 80 ms, or 20 ms in
cases where it became clear in pilot experiments that thresh-
olds were less than 10 ms. Three independent tracks were
interleaved in each run, so that each trial within a run was
selected randomly from one of the three tracks. The initial
step size was an increase or decrease by a factor of 1.78.
After three reversals, the step size in that track was reduced
to an increase or decrease by a factor of 1.26. Each track was
terminated after five reversals, and the~geometric! mean of
the gap duration at the last two reversals from each of the
three tracks was defined as threshold. Thus each track thresh-
old was the mean of six values. Reported thresholds are the
~geometric! mean of at least three such runs for each listener.
In conditions involving a level difference, thresholds were
found to be more variable and so a total of six runs were
measured. The conditions were not run in any particular or-
der and listeners were often presented with a number of dif-
ferent condition in one session.

C. Subjects

Six female listeners participated as subjects in this ex-
periment. All had pure-tone thresholds of 15 dB HL or less
at octave frequencies between 250 and 8000 Hz. All but one
were college students and all were paid for their participa-
tion. The ages of the listeners ranged from 21 to 45 years
~median age: 28.5!. All listeners were given at least 2-h prac-
tice, spread across the different conditions, before data were
collected. Two of the listeners had previous experience in
psychoacoustic tasks.

D. Results

The pattern of results was similar for all listeners, and so
only mean data are shown in Fig. 2. The error bars denote
61 standard error of the mean across listeners. The left panel
shows results from conditions in which there was no inter-
aural or level difference between the markers. The filled
squares represent the diotic condition and the circles and
triangles represent results from the left and right ear only,
respectively. The results are broadly in line with previous
studies of gap detection in noise~Plomp, 1964b; Penner,
1977; Forrest and Green, 1987; Green and Forrest, 1989!;
thresholds for the 150-ms marker 1 are generally around 3
ms. Thresholds for the 10-ms marker are somewhat higher,
with mean thresholds of between 6 and 7 ms. No general ear
advantage is apparent, and there seems to be little if any
benefit gained from having the stimuli presented to both ears.
By pooling the monaural and diotic conditions for each lis-
tener and using a repeated-measures analysis of variance
~ANOVA !, the difference in thresholds between the two
marker 1 durations was found to be significant (F1,5

511.05; p,0.05).

FIG. 1. Schematic diagram of the stimulus configurations for the ITD con-
ditions and the binaural and monaural level differences~left column!, and
the perceived lateralization of the stimuli~right column!. In the first panel,
the left side leads by 640ms for both the first and second marker; both
markers are lateralized to the left. In the second panel, left leads right for the
first marker, but right leads left for the second marker. This results in a shift
in lateralization between the two markers. In the third panel, left is 12 dB
higher in level than right for the first marker, and vice versa for the second
marker, again leading to a shift in lateralization between the two markers. In
the fourth panel, the stimulus is presented only to the left ear, but with the
same level difference~12 dB! as used in the third panel.
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The middle panel of Fig. 2 shows data from binaural
conditions with ITDs. Circles show conditions where marker
1 was lateralized to the left; triangles show where marker 1
was lateralized to the right. Open symbols represent condi-
tions where both markers were lateralized to the same side;
filled symbols represent conditions where the lateralization
was reversed from marker 1 to marker 2. If perceived posi-
tion had a large effect on gap thresholds, as proposed by
Phillips et al. ~1998!, one might expect thresholds for condi-
tions where the lateralization reverses across the gap to be
higher than for conditions where the lateralization remains
constant. In fact, the middle panel shows that changing the
lateralization has essentially no effect on thresholds. This is
despite the fact that all listeners reported hearing a large shift
in the perceived location of the noise in these conditions. As
with the monaural and diotic conditions, the difference in
thresholds between the two marker 1 durations was found to
be significant (F1,5516.87; p,0.01).

The right panel shows the effect of introducing monau-
ral and binaural level differences. In many cases, perfor-
mance was worse than in the diotic condition~squares in the
left panel! by up to an order of magnitude. The mean thresh-
old, pooled across all level-difference conditions, was 19 ms.
The differences in thresholds between the monaural/diotic
conditions and the level-difference conditions were highly
significant for both the 10-ms marker 1 (F1,5526.37; p
,0.005) and the 150-ms marker 1 (F1,5550.38; p
,0.001). Listeners generally found these conditions more
difficult and reported that the cues were different from those
used in the other conditions. The idea that a different process
may have been involved is supported by the somewhat
higher variability associated with these thresholds, even
when plotted on a log scale. There was, however, no notice-
able difference in thresholds between the binaural and mon-
aural level differences. In contrast to the previous two con-
ditions, an ANOVA, again using individual mean data

pooled across the three level-difference conditions, showed
no significant effect of marker 1 duration (F1.553.13; p
.0.1).

E. Discussion

The data from the diotic and ITD conditions~left and
middle panels of Fig. 2, respectively! show that thresholds
for the 10-ms marker are generally higher than for the
150-ms marker. This is not consistent with the findings of
Phillips et al. ~1997, 1998!, who found little or no effect of
marker 1 duration in conditions where the markers had the
same spectrum or location. The present results are also in-
consistent with the results of most previous headphone stud-
ies, which have also reported little or no effect of marker
duration ~Abel, 1972; Penner, 1977; Forrest and Green,
1987!. However, the results do seem to be consistent with a
more recent study~Snell and Hu, 1999!, in which gap detec-
tion was found to be poorest for a gap placed near the onset
or the offset of a 150-ms broadband noise. It is not clear
what accounts for these discrepancies. One consideration is
that the amount of practice given to listeners in the present
study was generally less than that reported in previous stud-
ies. It is possible that thresholds would have decreased fur-
ther in the 10-ms conditions, if more extensive practice had
been given. In support of this conjecture, Heet al. ~1999!
also found an increase in gap thresholds as they decreased
the overall marker duration from 400 to 100 ms. They used
groups of young and aged listeners, all of whom had re-
ceived only about 30 min practice on each condition. Also,
Snell and Hu~1999! found that the effect of gap placement
was greatest for their inexperienced listeners.

Unlike the monaural/diotic and ITD conditions, there
was no consistent effect of marker 1 duration in the level
difference conditions~Fig. 2, right panel!. In contrast, Phil-
lips et al. ~1997, 1998! found that, for most of their listeners,

FIG. 2. Mean thresholds for detecting a gap between two broadband noise markers that were presented monaurally or diotically~left panel!, with 640-ms
interaural time differences~middle panel!, or with 12-dB interaural or intermarker level differences~right panel!. Error bars represent61 standard error of the
mean across six listeners. In the left panel, filled squares represent thresholds in the diotic condition, while the triangles and circles represent thresholds from
stimuli presented monaurally, to the right and left ear, respectively. In the middle panel, circles denote conditions where left led right for marker1; triangles
denote conditions where right led left for marker 1. Open symbols represent conditions where the ITD was the same for both markers, and filled symbols
represent conditions where the ITD was reversed for the second marker. In the right panel, circles denote the conditions presented to the left ear only, where
marker 1 was 12 dB higher in level than marker 2. Triangles denote the conditions presented to the right ear only, where marker 1 was 12 dB lower in level
than marker 2. Filled squares represent the binaural conditions, where the two previous conditions were presented together, producing an interaural level
difference of 12 dB which was reversed between the two markers.
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thresholds increased with decreasing marker 1 duration.
Again, the reason for this discrepancy is not clear. However,
some listeners reported that they were comparing the inter-
vals between theonsetsof the two markers to determine
which interval contained the gap. If used at all, such a strat-
egy would be more effective with the 10-ms marker, as the
interval between the marker onsets is smaller for the shorter
marker 1 than for the longer one.

Despite these relatively small differences, the main re-
sults of experiment 1 are clear: Gap detection is not affected
by changing the ITD between marker 1 and marker 2~Fig. 2,
middle panel!, suggesting that a change in perceived location
does not necessarily elevate gap-detection thresholds. Al-
though the ILD across the gap did have a large effect on
gap-detection thresholds, essentially the same deterioration
was produced by a monaural level difference between the
two markers. Introducing binaural information produced no
deterioration beyond that observed for the monaural level
differences. This suggests that the binaural system plays little
or no role in these tasks and that thresholds in all conditions
can be understood solely by considering the signals pre-
sented to each ear separately. This in turn suggests that the
spatial effect on gap detection reported by Phillipset al.
~1998! may have been due to the monaural level differences
introduced at each ear by presenting the stimuli from differ-
ent sides of the head. Thus the effect of marker location
reported by Phillipset al. is probably not a reflection of spa-
tially tuned neural channels, but instead reflects the well-
known consequence of presenting the two markers at differ-
ent levels~Phomp, 1964b; Penner, 1977; Plack and Moore,
1991!.

The finding that lateralizationper sehas no effect on
gap thresholds is consistent with one condition tested by
Phillips et al. ~1997!. In their experiment 4, they found that
presenting marker 1 to the left ear only and marker 2 to both
ears had only a small effect on gap thresholds, relative to the
monaural condition. It therefore seems that if monaural in-
formation is available, listeners’ performance is not greatly
affected by binaural information.

The present results may also be useful in interpreting the
results of Boehnke and Phillips~1999!. As in Phillips et al.
~1998!, they measured gap detection using two loudspeakers.
However, instead of fixing the speakers to the left and right
of the listener, they measured gap-detection thresholds for a
number of relative speaker locations. The results showed that
performance depended primarily on whether the speakers
were located ipsilaterally or contralaterally, and that the ex-
act positions of the speakers on each side did not signifi-
cantly affect thresholds. Boehnke and Phillips~1999! inter-
preted these results as providing evidence for two broadly
tuned neural channels, roughly representing the left and right
hemispheres. They related their findings to animal physi-
ological and behavioral data showing fairly broad azimuthal
tuning in auditory cortical regions, with each hemisphere
best represented in contralateral cortical regions. In light of
the present results, however, an alternative explanation can
be made in terms of monaural level differences between the
two markers. Large overall differences in ILD only occur
when two stimuli are located in opposite hemispheres.

Therefore, the pattern of results observed by Boehnke and
Phillips ~1999! is exactly what would also be predicted sim-
ply on the basis of monaural level differences.

The question remains as to why a level difference be-
tween the two markers has such a large effect on gap detec-
tion. It is interesting that threshold values and variability are
more akin to a between-channel task than a within-channel
one, despite the fact that the two markers are identical in
everything but level. Plomp suggested that in the case of
marker 1 being higher in level than marker 2, the onset of
marker 2 was masked by marker 1. Thus the function relat-
ing gap threshold with the level of marker 2 may be treated
as a measure of forward masking, or the ‘‘decay of auditory
sensation’’ ~Plomp, 1964b!. Similarly, backward masking
may govern conditions where marker 1 is lower in level than
marker 2~Plack and Moore, 1991!. However, in this case it
is difficult to reconcile the present results with our current
understanding of backward masking, as it is generally ac-
cepted that little or no backward masking occurs for gaps
longer than about 10 ms~e.g., Oxenham and Moore, 1994!,
and thresholds in the present experiment were often greater
than 20 ms. It is possible that gap detection is generally
performed by detecting an onset transient that is otherwise
not detectable. In the case of marker 2 being higher in level
than marker 1, the onset of marker 2 is always detectable,
whether a gap is present or not. This makes the onset cue
unusable for detecting a gap, and listeners may be forced to
adopt another, less efficient, strategy involving temporal dis-
crimination, rather than detection.

In summary, for gap detection in broadband noise, per-
ceived changes in lateralization are neither necessary nor suf-
ficient to produce elevated thresholds. At this stage, there-
fore, there seems to be little reason for postulating any
additional influence of spatial coding on gap detection. It is
more parsimonious to assume that the results of Phillips
et al. ~1998! and Boehnke and Phillips~1999! are due to
monaural level differences between the two markers, rather
than to spatially tuned neural channels.

II. EXPERIMENT 2. EFFECT OF F0 AND SPECTRAL
ENVELOPE ON GAP DETECTION

Experiment 1 showed that the effect of spatial separation
on gap detection is probably due to monaural level differ-
ences, rather than a reflection of spatially tuned neural chan-
nels. The role of neural channels tuned to different repetition
rates ~or f 0s! remains open, although a study in cochlear
implant patients~Chatterjeeet al., 1998! and a study of tem-
poral discrimination in normal-hearing listeners~Vliegen
et al., 1999! both suggest thatf 0 differences might have an
effect on gap detection. This experiment investigated the
separate influences off 0 and spectral envelope on gap detec-
tion by using harmonic tone complexes consisting only of
high harmonics, which are generally considered to remain
unresolved in the auditory system.

A. Effect of fundamental frequency

1. Method

Equal-amplitude harmonic tone complexes withf 0s of
140 and 350 Hz were used as markers. The components were
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added in sine phase. The duration of marker 1 was 150 ms;
the duration of marker 2 was randomized between 100 and
300 ms. Each marker was gated abruptly and had a random
starting phase. The random starting phase ensured that there
was usually a phase discontinuity between the two markers
in both the ‘‘gap’’ and ‘‘no-gap’’ intervals of a trial, even
when the f 0 was the same. After gating, the stimuli were
bandpass filtered with cutoff frequencies of 4000 and 8000
Hz ~TDT PF1; attenuation slopes of 72 dB/octave!. This
eliminated any audible splatter due to gating, and also en-
sured that only components with harmonic numbers greater
than 11 were at full amplitude. Plomp~1964a! has shown
that generally only harmonics with numbers up to between 5
and 8 can be resolved by the auditory system.

The overall level of the complex tones after filtering was
approximately 72 dB SPL. By keeping the overall level the
same, bothf 0s should have evoked the same loudness, as the
overall bandwidth was also held constant. Four conditions
were tested:~1! Both markers had anf 0 of 140 Hz,~2! both
markers had anf 0 of 350 Hz;~3! the first and second mark-
ers hadf 0s of 140 and 350 Hz, respectively; and~4! the first
and second markers hadf 0s of 350 and 140 Hz, respectively.

Stimuli were presented to the left ear only. Four repeti-
tions of each conditions were measured, and the conditions
were presented in random order. Otherwise, the method of
stimulus generation, presentation, and measurement was the
same as that in experiment 1. The same six listeners partici-
pated.

2. Results

Again, the individual patterns of results were fairly simi-
lar, and so the~geometric! mean data are plotted as the first
four bars of Fig. 3. The first two bars show thresholds when
both markers had the samef 0 of either 140 Hz (‘‘L f 0’ ’) or

350 Hz (‘‘H f 0’ ’). The next two bars show results for con-
ditions where thef 0 changed across the markers from 140 to
350 Hz (‘‘LH f 0’ ’) or from 350 to 140 Hz (‘‘HL f 0’ ’). All
six listeners showed an effect off 0 for the two same-f 0

conditions~filled and open bars!; the average gap threshold
at 140 Hz was 5.7 ms compared with 2.4 ms at 350 Hz.
Using a pairedt-test, this difference was found to be highly
significant@t(5)515.53; p,0.001#.

Four of the six listeners and the mean data showed a
deterioration in performance when thef 0 was altered across
the gap. For the other two listeners, performance was similar
to that of the lowerf 0 . The mean threshold, pooled across
listeners and the two conditions, was 13.2 ms. This was sig-
nificantly higher than the threshold for the 140-Hz same-f 0

condition @t(13)53.95; p,0.005#. Thus it appears that
changes inf 0 may have an effect on gap detection, even if
the spectral envelope is held constant.

B. Effect of spectral envelope

The previous section showed an effect off 0 on gap-
detection thresholds, although the effect was generally not as
large as has been reported for sinusoids of different frequen-
cies ~Formbyet al., 1998!. This section examines whether a
change in spectral region is sufficient to produce a deterio-
ration in gap detection, even if thef 0 ~and hence the pitch!
stays constant.

1. Method

Complex tones with anf 0 of 140 Hz, generated in sine
phase, were used as markers. Again markers were gated on
and off abruptly, and the starting phase of each marker was
randomized. The markers were filtered after gating with a
2-kHz-wide bandpass filter~TDT PF1; attenuation slopes of
72 dB/octave!. The cutoff frequencies were either 2000 and
4000 Hz, or 4000 and 6000 Hz. The overall level of the
complex after filtering was approximately 74 dB SPL. Mark-
ers 1 and 2 were always filtered into different spectral re-
gions; both low-high and high-low conditions were tested.
The two markers were generated and filtered separately and
then combined~TDT SM3! before being passed to the head-
phone buffer. Stimuli were presented to the left ear only.
Four repetitions of each condition were measured. All six
listeners from experiment 1 participated.

2. Results

The mean results are shown as the last two bars of Fig.
3. It should be noted that the bandwidth of these conditions
was 2 kHz instead of 4 kHz. The narrower bandwidth would
be expected to produce somewhat higher thresholds even in
the absence of a spectral difference between the markers.
However, using noise markers, Eddinset al. ~1992! found
that thresholds increased by a factor of& for a halving in
bandwidth. The mean increases observed here are closer to
an order of magnitude. Individual thresholds range from
around 10 ms for two listeners to over 100 ms for another
listener. The mean threshold~pooled across low-high and
high-low conditions! was 35 ms. This is significantly higher
than both the same-f 0 and different-f 0 conditions with the
fixed spectral envelopes (p,0.005). It is interesting to note

FIG. 3. Mean thresholds for detecting a gap between two harmonic com-
plexes. Error bars represent61 standard error of the mean across six listen-
ers. The first four bars~labeled ‘‘f 0’ ’ ! represent conditions in which the
spectral envelope was held constant by bandpass filtering the complexes
between 4 and 8 kHz. Thef 0 of each marker was either 140 Hz~‘‘ L’’ ! or
350 Hz ~‘‘ H’’ !. The f 0 s of the two markers were either the same~‘‘ L’’ or
‘‘ H’’ ! or different ~‘‘ LH’’ or ‘‘ HL’’ !. The last two bars~labeled ‘‘Spct’’!
represent conditions in which thef 0 was held constant at 140 Hz. One
marker was bandpass filtered between 2 and 4 kHz~‘‘ L’’ !, while the other
marker was bandpass filtered between 4 and 6 kHz~‘‘ H’’ !. The order of
these two markers was interchanged to produce the two conditions ‘‘LH’’
and ‘‘HL.’’
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that the two listeners who showed virtually no effect off 0 ,
and the smallest effect of spectral region, were also the most
experienced listeners, although by this stage all listeners had
been exposed to at least 20-h gap detection.

C. Discussion

All listeners showed a larger gap threshold for the
140-Hz f 0 than for the 350-Hzf 0 . This difference of more
than a factor of two may be due to differences in the periodic
fluctuations within each stimulated auditory filter. First, the
fluctuations are slower for the 140-Hz complex, with a pe-
riod of 7.14 ms~i.e., greater than the mean threshold! com-
pared with 2.86 ms for the 350-Hz complex. The gaps may
therefore be less discriminable from the inherent periodic
dips in the filtered envelope. Second, the lowerf 0 means that
the components are spaced more closely together. Therefore,
the waveform at the output of each auditory filter will be a
combination of more components, giving a more modulated
envelope than for the higherf 0 complex. A similar explana-
tion in terms of random fluctuations~as opposed to the de-
terministic stimuli used here! has been proposed by Glasberg
and Moore ~1992! to account for poor gap detection in
narrow-band noise.

The results in Fig. 3 show that the effect of changing
spectral region was generally much greater than that of
changingf 0 . This supports the idea that the deterioration in
gap detection observed with sinusoidal markers of different
frequencies is primarily due to the effects of the frequency-
to-place mapping in the cochlea. Changes inf 0 also have an
effect, in line with the cochlear-implant study of Chatterjee
et al. ~1998!. However, in line with the findings of Vliegen
et al. ~1999!, spectral cues seem to have a stronger influence
than f 0 cues in temporal discrimination tasks.

While the stimuli were designed to significantly reduce
spectral cues in the differentf 0 conditions, they cannot be
totally ruled out of these experiments. In particular, it is pos-
sible that resolved combination tones~Goldstein, 1967;
Smoorenburg, 1972a, b!, spaced at harmonic integers below
the stimulus passband, might have been audible and may
have contributed to an overall spectral difference. It seems
unlikely, however, that these low-level components had a
strong influence on the results. Vliegen and Oxenham~1999!
examined the role of resolved combination tones in a sequen-
tial streaming task, and found no change in the results when
the combination tones were masked by low-pass noise. If
combination tones did play a role, then the effect off 0 on
gap detection observed in this experiment may be greater
than the ‘‘true’’ effect of f 0 alone. This is turn would
strengthen the conclusion that spectral and/or level differ-
ences are of paramount importance in determining gap
thresholds.

III. GENERAL DISCUSSION

Experiment 1 showed that spatial cues have no effect on
gap detection, if monaural level differences between the
markers are not present. This conflicts with a growing body
of literature in which it is claimed that gap detection can be
used to examine perceptual organization at levels higher than

the cochlea~Phillips et al., 1998; Boehnke and Phillips,
1999; Tayloret al., 1999!, a view that is also expounded in a
recent review article~Phillips, 1999!. Based on the results of
experiment 1, it seems likely that all the results ascribed to
effects of spatially tuned neural channels can in fact be ex-
plained in terms of the resulting monaural level differences
between the two markers. In general, it seems that monaural
information can be used to detect gaps, even if binaural in-
formation encourages perceptual segregation. Because of
this, it is probably not possible to use gap detection to inves-
tigate the role of spatially tuned neural channels.

Based on data currently available, it seems that differ-
ences between the two markers in level and frequency spec-
trum can both have a strong effect on gap detection. Differ-
ences in periodicity~and hence pitch!, independent of
spectral envelope~or electrode for cochlear implants! also
have an effect, but it seems to be weaker than that of spec-
trum, at least for normal-hearing listeners. This is consistent
with recent results from a temporal discrimination task~Vi-
legenet al., 1999!.

A. The role of spatial coding in auditory streaming

At first sight, it may seem surprising that lateralization
based on ITD’s has no effect on gap detection, and that lat-
eralization based on ILDs has no effect over and above that
produced by the monaural level differences. On the other
hand, it has been shown that ITDs play essentially no role in
the perceptual grouping of concurrent sounds~Culling and
Summerfield, 1995!. Also, for sequential sounds, Deutsch
~1974, 1975! found that frequency cues for pure tones over-
rode lateralization cues in forming ‘‘auditory streams.’’ This
was true even though individual tones were presented to one
ear at a time, producing an infinite ILD. Thus spatial cues
may generally play a secondary role in the formation of au-
ditory objects and streams~Darwin and Carlyon, 1995!. If
poor performance in gap detection is a reflection of stream
segregation, then it follows that spatial cues should have a
minimal effect.

B. Explaining within-and between-channel differences
in gap detection

Gap detection generally seems poorest when the markers
stimulate different peripheral frequency channels, regardless
of the perceived pitch or location. There seems to be little
consensus as to the mechanisms underlying this effect. Some
previous studies have ascribed it to the cognitive load of
attending to more than one perceptual channel. For instance,
Fitgibbonset al. ~1974! suggested that the shift of attention
from one channel to another during the gap may impair per-
formance. Phillipset al. ~1997; see also Phillips, 1999! pro-
posed that both channels may be attended to concurrently,
but that attending to one channel may reduce the resources
available for monitoring events in the other channel. Both
these explanations seem unlikely for the following reasons.
First, it has been shown for the detection of tones in noise
that performance is only slightly degraded when the tone is
presented randomly at one of four possible frequencies
~Schlauch and Hafter, 1991!, suggesting that it is possible to
attend to at least four frequency channels without significant
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attentional cost, at least in a detection paradigm. Second,
detection of a multitone complex improves as the number of
tones is increased from one to ten, consistent with the pre-
dictions of multiple observations in independent frequency
channels, with no additional attentional load assumed~Buus
et al., 1998!. Third, and most relevantly, gaps in multiple
spectral bands are more detectable than a gap in a single
band~Grose and Hall, 1988; Green and Forrest, 1989; Grose,
1991; Hallet al., 1996!, suggesting that listeners are able to
efficiently combine information about gaps across frequency.
Taken together, these results suggest that it is possible to
attend to more than one frequency at a time, and that the
sharing of attentional resources cannot explain the deteriora-
tion in gap thresholds by an order of magnitude or more
when the markers are at different frequencies. Note that in all
the studies cited above, the signals~or gaps! occurred at
expected spectral locations. The situation is different when a
signal has unexpected spectral~Greenberg and Larkin, 1968;
Scharfet al., 1987! or temporal~Wright and Dai, 1994! char-
acteristics. However, in the case of all between-channel gap-
detection studies so far undertaken, the spectral~or spatial!
characteristics of both markers have not been randomized,
and so can be treated as being expected by the listener.

In the Introduction, it was suggested that within-and
between-channel gap detection may reflect very different de-
tection strategies. For within-channel gap detection, with the
markers at the same level, the detection of any transient~on-
set or offset! is sufficient to signal the presence of a gap, and
no judgment of timing is necessary. Furthermore, the task
can be done using a one-interval paradigm, where listeners
are asked whether or not they detected a gap~He et al.,
1999!. If the two markers are at different frequencies, tran-
sients are detectable whether a gap is present or not. Thus
listeners are forced to make a judgment of timing, comparing
either the two onsets or the offset of marker 1 with the onset
of marker 2. This task is one of discrimination, rather than
detection, and would be very difficult to perform in a one-
interval paradigm without extensive prior training. This may
also explain why performance deteriorates so dramatically in
‘‘within-channel’’ gap detection, when a level difference is
introduced between the two otherwise identical markers.

In a study of increment and decrement detection, Oxen-
ham~1997! suggested that onsets may provide a more salient
cue than do offsets. This suggestion was made to account for
the asymmetry between increment and decrement detection
at very short durations, but it has some physiological support
in the abundance of onset cells in the auditory system~Pick-
les, 1988!. Onset cells are often broadly tuned, with band-
widths sometimes extending over several critical bands. This
characteristic may help to explain some interesting results
from the study of Formbyet al. ~1998!. They found that the
detection of a gap between two sinusoidal markers of equal
frequency and level was impaired when an additional tone at
a different frequency was gated with the second marker. In
contrast, performance was hardly affected by gating an addi-
tional tone with the first marker. This suggests that the onset
of the additional second marker tone made the gap more
difficult to detect. It is therefore possible that the additional
onset ‘‘masked’’ the onset of the second marker by stimulat-

ing neural units that would otherwise have provided infor-
mation as to the presence of the gap. Similar neural mecha-
nisms may be responsible for modulation detection
interference, or MDI~Yost et al., 1989!.

IV. SUMMARY

In experiment 1, thresholds for detecting a gap between
two broadband markers were measured for conditions in
which interaural time, interaural level, or monaural across-
marker level differences were introduced. Reversing the per-
ceived lateralization of marker 2 with respect to marker 1 by
varying the interaural time difference did not affect gap
thresholds. Reversing the perceived lateralization by varying
the interaural level difference did result in a deterioration in
performance. However, the same deterioration was found in
monaural conditions, when a level difference was introduced
between marker 1 and marker 2. Thus perceived lateraliza-
tion is neither necessary nor sufficient to produce a deterio-
ration in gap-detection thresholds, while monaural level dif-
ferences~Plomp, 1964b; Penner, 1977; Plack and Moore,
1991! are sufficient to produce as large an effect as is ob-
served when the markers are presented from loudspeakers
located on different sides of the head~Phillips et al., 1998!.
The results do not support the idea that gap detection can be
used to investigate the role of spatially tuned neural channels
in temporal processing~Phillips et al., 1998; Boehnke and
Phillips, 1999; Phillips, 1999!.

In experiment 2, the effect on gap detection of using
harmonic-complex markers with different spectral envelopes
or fundamental frequencies was investigated using com-
plexes consisting of only high, unresolved harmonics.
Changing the fundamental frequency across the gap signifi-
cantly increased thresholds, but changes in the spectral en-
velope produced a larger deterioration in thresholds. This
suggests that the initial frequency-to-place mapping in the
cochlea is dominant in determining gap-detection thresholds
for dissimilar markers, while temporal coding plays a sec-
ondary role~Vliegen et al., 1999!.
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In a 3D auditory display, sounds are presented over headphones in a way that they seem to originate
from virtual sources in a space around the listener. This paper describes a study on the possible
merits of such a display for bandlimited speech with respect to intelligibility and talker recognition
against a background of competing voices. Different conditions were investigated: speech material
~words/sentences!, presentation mode~monaural/binaural/3D!, number of competing talkers~1–4!,
and virtual position of the talkers~in 45°-steps around the front horizontal plane!. Average results
for 12 listeners show an increase of speech intelligibility for 3D presentation for two or more
competing talkers compared to conventional binaural presentation. The ability to recognize a talker
is slightly better and the time required for recognition is significantly shorter for 3D presentation in
the presence of two or three competing talkers. Although absolute localization of a talker is rather
poor, spatial separation appears to have a significant effect on communication. For either speech
intelligibility, talker recognition, or localization, no difference is found between the use of an
individualized 3D auditory display and a general display. ©2000 Acoustical Society of America.
@S0001-4966~00!01104-3#

PACS numbers: 43.66.Pn, 43.66.Qp, 43.72.Kb@DWG#

INTRODUCTION

In various communication systems, such as those used
for teleconferencing, emergency telephone systems, aeronau-
tics, and~military! command centers, there may be a need to
monitor several channels simultaneously. Conventional sys-
tems present speech over one or two channels, which may
lead to reduced intelligibility in critical situations, i.e., when
more than two talkers are talking at the same time. Alterna-
tively, the signals can be presented by means of a 3D audi-
tory display, where sounds presented over headphones are
filtered binaurally in such a way that they seem to originate
from virtual sources in a space around the listener. As in
normal ~nonheadphone! listening, the capacities of the hu-
man auditory system are used much better with such a 3D
system, particularly with respect to sound localization and
spatial separation. Spatial separation of the voices improves
speech perception~‘‘cocktail party effect,’’ cf. Cherry, 1953!
and may also facilitate the identification of the talkers.

Spatialized or 3D audio over headphones is obtained by
filtering an incoming signal according to head-related trans-
fer functions~HRTFs!. These transfer functions are an essen-
tial part of a 3D auditory display, because they simulate the
acoustic properties of the head and ears of the listener, on
which spatial hearing is based. HRTFs are essentially a set of
filter pairs that contain the directional information of the
sound source as it reaches the listener’s eardrums. When
listening over headphones, substituting the transfer from
headphone to eardrums by the HRTFs results in the percep-
tion of a virtual sound outside the head of the listener. Thus,

an external sound source can be simulated for any direction
for which the HRTFs exist.

Several studies on the efficacy of 3D auditory displays
for speech communication have shown positive results.
These results were obtained by both HRTF processing and
more generic binaural listening techniques. Bronkhorst and
Plomp ~1992! used artificial-head~KEMAR! recordings of
short sentences in frontal position and temporally modulated
speech noise~simulating competing talkers! at various other
azimuths in the horizontal plane. They evaluated intelligibil-
ity in terms of the speech-reception threshold~SRT!, i.e., the
speech-to-noise ratio needed for 50% intelligibility. For
normal-hearing listeners, the gain occurring when one to six
noise maskers were moved from the front to positions around
the listener varied from 1.5 to 8 dB, depending on the num-
ber of maskers and on their positions.

Begault and Erbe~1994! used nonindividualized HRTF
filtering for spatializing four-letter words~‘‘call signs’’ !
against a background of diotic multitalker babble. With naive
listeners, an advantage of up to 6 dB in SRT was found for
3D presentation~60 and 90° azimuths! compared with diotic
presentation. In a subsequent study, Begault~1995! used
words against diotic speech noise. Again, at690° azimuth
an average advantage of 6 dB in SRTre diotic presentation
was found. Ricard and Meirs~1994! used nonindividualized
HRTFs to measure the SRT of synthetic speech in the hori-
zontal plane against a bandlimited white-noise masker in
frontal position. They found an average maximum threshold
decrease of 5 dB when the speech source was shifted to
690° azimuth.

The question how intelligibility is affected when mul-
tiple talkers are presented at different~virtual! positions, in aa!Electronic mail: drullman@tm.tno.nl
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way that each talker could be understoodper se—a situation
different and presumably more difficult than using noise as
masker—was recently studied by a number of authors.
Crispien and Eherenberg~1995! used HRTF filtering for four
concurrent talkers, each at a different azimuth and elevation,
pronouncing short sentences. While listeners knew the posi-
tion of the desired talker and the same stimuli were presented
three times, the intelligibility scores for words~not entire
sentences! were on average 51%. In a simulated cocktail
party situation, Yostet al. ~1996! used bandlimited speech
~words! uttered by up to three simultaneous talkers. Speech
was presented over seven possible loudspeakers in a front
semicircle around either a human listener, a single micro-
phone, or a KEMAR. With three concurrent talkers, average
word intelligibility for all utterances together were similar
~about 40%! for live listening and listening to
KEMAR recordings, whereas monaural listening scored only
18%. Peissig and Kollmeier~1997! measured subjective
SRTs with HRTF filtering for sentences at 0°, masked by
maximally three concurrent talkers at various azimuths. For
normal-hearing listeners the maximum gains relative to pre-
senting all talkers at 0° were 8 and 5 dB, for conditions with
two and three competing talkers, respectively. Ericson and
McKinley ~1997! measured sentence intelligibility for two
and four concurrent talkers in pink noise~65 and 105 dB
SPL respectively!, using a speech-to-noise ratio of 5–10 dB.
Subjects had to reproduce sentences that contained a certain
call sign ~i.e., the talker to monitor was not fixed!. Diotic,
dichotic, and directional presentations~KEMAR recordings
in the horizontal plane! were compared. With two talkers,
scores were more than 90% for both dichotic and directional
presentation when the two talkers were separated by at least
90°. With four talkers and low-level noise, the advantage
from directional over diotic presentation with a mixed group
of male and female talkers was maximally about 30%~90°
separation of the talkers!. Finally, Hawleyet al. ~1999! used
up to four concurrent sentences from one talker presented
over either loudspeakers or headphones~KEMAR record-
ings! in seven azimuths in the front horizontal plane. The
azimuth configurations varied by taking different minimum
angles between target and nearest competing speech. When
all sentences originated from different positions, keyword
scores for three competing sentences varied from about 65%
~nearest competing sentence 30–90° from target! to about
90% ~nearest competing sentence 120° or more from target!.

In the present study, two types of speech material were
used ~words, sentences!, spoken by up to five concurrent
talkers, and the virtual positions of the talkers in the horizon-
tal plane were varied systematically. The listener’s task was
to attend to a single target talker in the presence of one or
more competing talkers. Presentation of the speech signals
was done monaurally, binaurally, or via 3D audio. In addi-
tion, two modes of 3D presentation were used: one with
individualized HRTFs and one with general HRTFs. Indi-
vidualized HRTFs were adapted to the specific acoustic char-
acteristics of the individual listener and had to be measured
for each person, whereas general HRTFs were obtained from
just one person and were used by all listeners. Several stud-
ies ~Wightman and Kistler, 1989b; Wenzelet al., 1993;

Bronkhorst, 1995! have demonstrated that individualized
HRTFs—and individualized headphone calibration~Pralong
and Carlile, 1996!—are important for correct localization of
virtual sound sources, but their use may be less relevant for
speech intelligibility~cf. Begault and Wenzel, 1993!.

Apart from speech intelligibility, two more aspects were
investigated in this study,viz., talker recognition and talker
localization. These points are relevant within certain contexts
~e.g., teleconferencing, military communication!, as it is not
only important to knowwhat is being said, but alsowhoand
where the talker is. Except for Pollacket al. ~1954!, who
used different combinations of two concurrent talkers, there
has not to our knowledge been any study on the effect of
multiple talkers on talker identification or verification, either
with humans or machines.

In summary, the present study extends the approaches
taken by previous studies with multiple talkers in a number
of ways:~1! two types of speech material were employed to
measure intelligibility;~2! testing was done with both indi-
vidualized and general HRTFs~most of the earlier studies
used KEMAR!; ~3! monaural ~monotic! and binaural~di-
chotic! conditions were studied in addition to 3D conditions;
and ~4! talker recognition and talker localization were mea-
sured in addition to speech intelligibility.

Many of the applications employed for 3D audio, as
mentioned in the first paragraph, make use of radio or tele-
phone communication. Hence, listeners hear the speech sig-
nals through a limited bandwidth. Begault~1995! has shown
positive results of 3D audio for both full~44.1-kHz sam-
pling! and low ~8-kHz sampling! bandwidth systems. Yost
et al. ~1996! used utterances low-pass filtered at 4 kHz. In
order to obtain a reliable estimate of the performance of a 3D
auditory display in critical situations, all speech signals in
the present experiments were bandlimited to 4 kHz. This was
the only restriction to the signals; no extra deteriorating ef-
fects such as speech coding were used.

I. HEAD-RELATED TRANSFER FUNCTIONS

A. Measurement of individual HRTFs

Prior to the speech intelligibility and talker recognition
experiments, the HRTFs of each individual subject were
measured. The HRTF measurement setup is situated in an
anechoic room and consists of a chair for the subject and a
rotatable arc with a movable trolley on which the sound
source is mounted. The source is a Philips AD 2110/SQ8
midrange tweeter with a frequency transfer of 0.25–20 kHz.
The distance from the source to the center of the arc is 1.14
m. The stimulus is a computer-generated time-stretched
pulse~Aoshima, 1981!, equalized to compensate for the non-
linear response of the tweeter.

The sound reaching the subject’s ears was recorded by
two miniature microphones~Sennheiser KE-4-211-2! in a
foam earplug and inserted into the ear canals. This blocked-
ear-canal method is different from measurements with min-
iature probe microphones~open-ear-canal measurement!,
where the sound is recorded close to the eardrum. Generally,
either method can give good localization performance
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~Wightman and Kistler, 1989a; Pralong and Carlile, 1994;
Bronkhorst, 1995; Po¨sseltet al., 1986; Mo” ller et al., 1995;
Hartung, 1995!. An advantage of the blocked-ear-canal
method is the stability of the microphone position during the
entire measuring process~including the subsequent head-
phone measurement!, and a better signal-to-noise ratio for
high frequencies compared to using probe microphones.

A subject was seated on the chair in the center of the arc
~reference position!. In order to assure the stability of the
positions measured, head movements were monitored with a
head tracker~Polhemus ISOTRAK!. If the deviation from
the reference position was more than 1 cm or 5°, the subject
was instructed~by means of auditory feedback! to adjust
his/her position. Angular deviations smaller than 5° were
compensated for by adjusting the position of the sound
source.

A total of 965 positions were measured~more than
strictly needed for the present experiments!, evenly divided
over 360° azimuth and all elevations above260° ~60° below
the horizontal plane!, with a resolution of 5–6°. The test
signal was generated and recorded at a sampling rate of 50
kHz ~antialias filter at 18.5 kHz, 24 dB/oct roll-off! by a PC
board with two-channel AD/DA and a DSP32C floating-
point processor. The signal had a duration of 10.2 ms, and a
time window was used in order to eliminate reflections. The
level of the signals at the reference position was 70 dBA.
The average of 50 signals per direction~played with 25-ms
intervals in one measurement! was adopted as the HRTF of
each ear.

After the free-field measurements the transfer function
of the sound presented through headphones~Sennheiser HD
530! was determined. As the transfer from headphone to ear
is somewhat dependent on the specific placement of the
headphone on the subject’s head, ten headphone measure-
ments were performed and the average~calculated in the dB
domain! was adopted as the headphone-transfer function.

For the implementation in the 3D auditory display, the
free-field HRTFs for each subject were deconvolved by his/
her headphone transfer function and adapted to the sampling
rate of 12.5 kHz to be used in the listening experiments.
Each HRTF was defined as a 128-tap convolution finite im-
pulse response~FIR! filter.

B. General HRTFs

One of the goals of the present study was to assess the
effect of the use of individualized HRTFs versus nonindi-
vidualized ~general! HRTFs for speech intelligibility and
talker recognition. Therefore, prior to the formal perceptual
experiments described below, a pilot experiment was carried
out in order to find the best general HRTF set among a set of
eight ~i.e., HRTFs from eight different persons!. The selec-
tion was based on a relatively difficult localization task, pre-
senting four directions on the left and four directions on the
right that lie approximately on the cone of confusion, at a
virtual distance of 1.14 m~the same task was used by
Bronkhorst, 1995!. Using computer-generated pink noise
stimuli ~50-kHz sampling, 18-kHz bandwidth, 500-ms dura-
tion!, eight subjects had to indicate the direction of the
stimuli by pressing labeled buttons on a hand-held box. The

subjects were different from the persons whose HRTFs were
used, and also different from those who participated in the
listening experiments described in Secs. II and III. The re-
sults~in terms of absolute scores! showed the best set to have
on average 53% correct localization. This was not signifi-
cantly higher than the other seven, but it did have a signifi-
cantly lower rate of front–back confusions. As a conse-
quence, these HRTFs were selected as the general HRTFs to
be used in the subsequent experiments. As with the individu-
alized HRTFs, the general set was implemented as FIR filters
with 128 taps at 12.5-kHz sampling frequency.

Figure 1 gives examples of the individual HRTFs of the
12 subjects that were used in the listening experiments~Secs.
II and III! and of the general HRTF. The two panels refer to
two different azimuths in the horizontal plane. Particularly
up to 4 kHz ~the upper frequency in the experiments!, all
HRTFs are quite similar.

II. SPEECH INTELLIGIBILITY IN A MULTITALKER
ENVIRONMENT

A. Speech material

The experiment on the effect of presentation mode on
speech intelligibility consisted of two parts: one with mono-
syllabic words and one with short sentences. In this way, the
influence of the redundancy~absence or presence of a mean-
ingful context! could be assessed.

1. Words

The word material consisted of 192 meaningful Dutch
consonant–vowel–consonant~CVC!-syllables ~Bosman,
1989!. Recordings of the CVC syllables were made with four
male talkers and one female talker~25–45 years old!. The
recordings were made on digital audiotape~DAT! in an
anechoic room. One of the male talkers was used as target
talker throughout the experiment, i.e., it was the task of the
subjects to understand what he said. The other talkers were

FIG. 1. Examples of 12 individual HRTFs~thin lines! and the general
HRTF ~heavy line! for the right ear in two different azimuth angles. The
dotted vertical line marks the upper frequency of 4 kHz employed in the
present study.
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competing talkers. Target and competing speech were al-
ways selected from the same set of CVC syllables.

The digital output from the DAT was stored via an Ariel
DAT link into separate computer files~48-kHz sampling
rate, 16-bits resolution!. In order to equalize the levels of the
different talkers, the words were grouped in 16 lists of 12
and the A-weighted speech level of each list was determined
~i.e., speech parts that were more than 14 dB below peak
level were discarded, cf. Steeneken and Houtgast, 1986!. As
this method is not applicable for single words, the levels
were calculated for 12 concatenated words. The single words
were then rescaled as to have the desired speech level. Any
remaining variation in level between the words is to be at-
tributed to the normal variation found in everyday speech.
Finally, the words were downsampled to 12.5 kHz~using
standardMATLAB software, including appropriate low-pass
filtering!, and digitally low-pass filtered at 4 kHz.1

2. Sentences

The sentence material for the target talker consisted of
540 everyday sentences of eight to nine syllables. They were
read by a trained male talker in a soundproof room, recorded
directly onto computer hard disk, using a sampling rate of
44.1 kHz, with a 16-kHz antialiasing low-pass filter, and
16-bits resolution.

The sentences for the competing talkers consisted of 65
similar sentences~Plomp and Mimpen, 1979!, read by three
male and one female talker. Recordings of these talkers were
made on DAT in a soundproof room; the single sentences
were stored in separate files via DAT link. For both the tar-
get talker and the competing talkers~ages 30–45!, all sen-
tences were individually equalized with respect to speech
level. Subsequently, all sentences were downsampled to 12.5
kHz and low-pass filtered at 4 kHz.

B. Experimental design

The listening experiment consisted of two identical tests,
viz.one with the words and one with the sentences as stimuli.
Either listening test was set up in order to assess the follow-
ing aspects:

~1! Presentation mode, i.e., monaural, binaural, and 3D with
individual or general HRTFs;

~2! Number of competing talkers;
~3! In case of 3D presentation, the positions of the target

talker and the competing talker~s!.

Figure 2 shows a survey of all experimental conditions.
The number of competing talkers varied from one to four. In
the monaural presentation, this led to four conditions. In the
binaural condition a selection of six conditions was made,
with two varieties in the cases of three and four competing
talkers. In the 3D presentations, the possible positions of the
talkers were five directions in the horizontal plane:290°,
245°, 0°, 45°, or 90° azimuth, where a negative sign refers
to the left-hand side and a positive sign to the right-hand
side. Thus, the talkers were placed in a virtual space on the
front horizontal semicircle around the listener. The talker’s
utterances were mixed for presentation to the listeners; in the
case of 3D, mixing was done after filtering each source sepa-

rately with the appropriate HRTF. While varying the position
of the target talker, the positions of the competing talkers
were chosen in such a way that the angle from target to
nearest competing talker was either 45°, 90°, or 135°~in one
case, 180°!. Figure 2 only displays conditions where the tar-
get talker is in the right quadrant.

In total, 4 ~monaural!16 ~binaural!122 ~3D individual-
ized HRTFs!122 ~3D general HRTFs!554 conditions were
considered per listening test. In each condition, 10 words/
sentences were presented. There were not sufficient words to
have a different stimulus per condition; most words were
presented twice and some three times in order to meet the
required 540 CVC stimuli. Single words have a low redun-
dancy~and thus a low chance of being remembered!, which
is different for the sentences, of which 540 separate stimuli
existed.

C. Procedure

A total of 12 students from the University of Utrecht,
with ages ranging from 20 to 26 years, participated as sub-

FIG. 2. Survey of the conditions for monaural, binaural, and 3D presenta-
tion ~top view of subject looking ahead!, with T as position of the target
talker and 1–4 as positions of the competing talkers. Only conditions with
the target talker in the frontal position or in the right quadrant are shown;
conditions for the left quadrant were created by mirroring across the median
axis.
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jects. They did not report any hearing deficits and were not
recently exposed to loud noises. The subjects were paid for
their services.

Subjects were tested in a soundproof room in two ses-
sions, one for the words and one for the sentences. Half of
the subjects started with the words, the other half with the
sentences. For each session and each subject a different se-
quence was made for the mode of presentation and talker
configuration~Fig. 2!. The order in which the stimuli were
presented was fixed; the sequence of the presentation modes
was varied according to a 434 Latin square, to avoid pos-
sible order and learning effects. Within each presentation
mode the talker configurations were pseudorandomized, in
the sense that trials with a fixed position for the target talker
were presented in blocks and the number of competing talk-
ers was assigned at random. The number of trials per block
varied from 60 to 90, depending on the 3D condition~cf. Fig.
2, with ten words/sentences per condition!. Competing talk-
ers 1, 3, and 4 were men; competing talker 2 was a woman.
This numbering corresponds to the order in which competing
talkers were added. The words/sentences they pronounced
were randomly selected in such a way that no two competing
talkers pronounced the same word/sentence, which in turn
were always different from the one pronounced by the target
talker.

At the beginning of a block with a new position for the
target talker, subjects would first hear three words/sentences
from the target talker alone. This was done to make the sub-
ject aware of the target talker’s position, so that he/she would
focus on that voice and that position during the following
trials in a block. These three words/sentences were always
the same and did not occur as test trials.

Subjects received the target talker in the right quadrant
in the word test and in the left quadrant in the sentence test,
or vice versa. In 3D, the competing talkers could come from
all directions, as shown in Fig. 2. In terms of Fig. 2, subjects
got either conditions shown there or conditions mirrored
across the median axis.

The stimuli were generated by two PC sound boards,
each with a DSP32C processor and a two-channel DA con-
vertor. The outputs from the sound boards were mixed~sepa-
rately for left and right!, led through a 4.5-kHz antialiasing
low-pass filter~Krohn-Hite 3342! and presented to each sub-

ject through Sennheiser HD530 headphones. The level of
presentation was approximately 65 dBA, as verified by mea-
surements with an artificial ear~Brüel & Kjaer 4152!.

Each stimulus was presented only once, and the task of
the subject was to reproduce the word or the sentence of the
target talker without a single error. Target talker and com-
peting talkers started speaking at the same moment. Depend-
ing on the particular set of stimuli, the offset synchrony
would vary up to a few hundred ms. No feedback as to the
correctness of the subject’s responses was given. Before the
actual test, a practice round with 18 stimuli~from the same
target talker, but with items that did not occur in the test! was
presented in order to familiarize the subjects with the proce-
dure. The practice round consisted of binaural presentations
and 3D presentations with general HRTFs.

D. Results

For each condition the percentage of correctly received
words/sentences was scored. Subsequent analysis of the re-
sults was done by means of an analysis of variance for re-
peated measures. Unless specified otherwise, tests were per-
formed at the 5% significance level. For the sake of
convenience, we will abbreviate the different conditions for
monaural, binaural, and 3D presentation as mon, bin, and
3D, respectively, and write the number of competing talkers
and the talker configuration in parentheses, with reference to
Fig. 2. For example, mon~3! stands for monaural with 3 com-
peting talkers; bin(4B) stands for binaural with 4 competing
talkers, configurationB; 3D(1E) stands for 3D presentation,
1 competing talker, configurationE.

First of all, for both words and sentences there were no
significant differences between the 3D conditions for indi-
vidualized and general HRTFs. In view of the similarity in
the HRTFs~cf. Fig. 1!, this was not surprising. For the sub-
sequent statistical analysis, the results of the two 3D presen-
tations per condition were averaged.

Figure 3 shows the mean percentage of words~panel A!
and sentences~panel B! correct for the different presentation
modes as a function of the number of competing talkers. The
scores decrease as the number of competing talkers in-
creases, as expected. For binaural presentation, the results for
three and four competing talkers only refer to conditions

FIG. 3. Mean scores for words~panel
A! and sentences~panel B! as a func-
tion of number of competing talkers,
with presentation mode as a param-
eter. The curves for 3D give the aver-
ages of the different talker configura-
tions; the hatched area around the 3D
curves indicates the range of scores for
the talker configurations~based on the
pooled data for 3D with general and
individual HRTFs!.
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bin(3B) and bin(4B), respectively. It appeared that bin(3A)
and bin(4A) showed very high scores~at least 92% correct
for words!, similar to bin(1A). Hence, extra competing talk-
ers in the ear opposite the target talker have no negative
effect on intelligibility.

The data for 3D have been averaged over the different
talker configurations. These average scores are represented
by the black filled circles~individual HRTFs! or squares
~general HRTFs! which are connected by a solid line. The
hatched area around the 3D curves indicates the range of
scores~averaged over individual and general! for the differ-
ent talker configurations. On average, 3D presentation scores
for sentences are 83% and 51% in case of two and three
competing talkers, respectively, compared to 43% and 1%
for binaural presentation.

The effects of presentation mode, number of competing
talkers, and their interaction are significant. The trends for
words and sentences are quite comparable: significantly
higher intelligibility scores for 3D presentation, particularly
with two and three competing talkers. Even with four com-
peting talkers the benefit of 3D is there, although intelligibil-
ity remains rather low. As illustrated by the hatched areas in
Fig. 3, the results with 3D presentation differ for the various
talker configurations. A discussion of these results can be
found in the Appendix.

III. TALKER RECOGNITION IN A MULTITALKER
ENVIRONMENT

A. Speech material

The speech material for the talker-recognition experi-
ment consisted of ten sentences which had been read out
from Dutch newspaper articles by 12 male and 4 female
talkers. The sentences were relatively long fragments, vary-
ing from 3.9 to 7.1 s with an average of 6.3 s. They had been
recorded directly onto the computer hard disk via an Ariel
Proport 565, sampled at 16 kHz with 16-bits resolution. The
sentences were digitally low-pass filtered at 4 kHz and
downsampled to 12.5 kHz. In the same way as for the intel-
ligibility experiment, all sentences were equalized individu-
ally with respect to their A-weighted speech levels.

From the 12 male talkers, two were selected to be the
target talkers. One of them had served as target talker of the
CVC syllables in the previous intelligibility experiment. As
the performance of talker recognition is expected to depend
on the particular talker, the second talker was selected to
have different objective~long-term average spectrum! and
subjective characteristics~vocal effort, monotony, speaking
rate!. The target talkers read out ten extra sentences that were
used to familiarize the subjects with the particular talkers
~‘talker-familiarization material’!. These sentences were pro-
cessed in the same way as the test material.

B. Experimental design

The experimental conditions were identical to those used
in the intelligibility experiment. All ten sentences were used
once in each condition. With respect to the relevant experi-
mental factors employed~presentation mode, number of
competing talkers, talker configuration in 3D!, the question

was whether the subjects could recognize the target talker
and, if present, localize him among a number of concurrent
talkers. The identification—or rather verification: target
talker present or not—is actually no more than a simple
yes/no detection task. Over all experimental conditions, six
out of the ten sentences per condition were pronounced by
the target talker and four by a different talker.

Apart from recognizing and localizing the target talker,
the time listeners needed to come to their decision was re-
corded as well. In this way an extra differentiation could be
made between the conditions, making it possible to test the
hypothesis that 3D presentation would demand less time for
recognition.

C. Procedure

The same 12 subjects as in the intelligibility experiment
participated in this experiment. The order of the stimuli was
randomized for each subject. The sequence of the presenta-
tion modes was varied according to 434 Latin squares,
which were different for the two target talkers. Within each
presentation mode the talker configuration and left/right pre-
sentation were randomized. As in the intelligibility experi-
ment, competing talkers 1, 3, and 4 were men and competing
talker 2 was a woman. For each trial, the male competing
talkers were randomly selected from ten, the female talker
from four. In the case that the target talker was not presented,
a substitute was also selected out of the ten male talkers. It
was not excluded that more than one talker~either target or
competing talker! would pronounce the same sentence. On
each trial all talkers started speaking at virtually the same
time; mutual delays were within 20 ms.

The setup and equipment for generating the stimuli were
the same as for the intelligibility experiment. The subject’s
responses were registered by means of a button box con-
nected to a Tucker Davis PI2 module. This box had five
‘‘target buttons’’ for the five different directions and one
button designated as ‘‘not present.’’ The task of the subjects
was to decide whether the target talker was presented or not,
and to press the appropriate button as soon as they were
confident. Thus, the response/direction and the reaction time
were registered for each condition. Measurement of the re-
action time started at the onset of the target sentence.

The subjects were not informed about the presentation
mode, nor was any feedback given as to the correctness of
their response. The experiment was run in two sessions, one
session per target talker. Half of the subjects started with the
first target talker, the other half with the second one. Before
the actual session, subjects had to listen carefully to the tar-
get talker, in order to ensure recognition of the correct talker.
A voice-familiarization list of ten sentences~not included in
the test! was presented twice, monaurally and via 3D with
general HRTFs. After that, subjects were given a practice
round of 48 sentences with competing talkers, presented bin-
aurally and in 3D. During this practice round, feedback was
given.

D. Results

As it was not the aim to draw conclusions on the recog-
nizability of one particular talker, the data of both target
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talkers were pooled before any further analysis of the results.
This also has the advantage that more data points per condi-
tion were available, which increases the validity of the sub-
sequent data processing. From the 12 subjects, one subject
lost track of the target talker during the second test and one
subject had been pressing continuously on one of the buttons
during the first test. Their data were discarded.

1. Recognition

The examination of the recognition scores was done af-
ter the raw responses in each condition were transformed to
an unbiased percentage of correct responses. This method
uses the theory of signal detection~MacMillan and Creel-
man, 1991; Gescheider, 1997! for estimating the true recog-
nition scores, i.e., corrected for guessing. The unbiased
scores were used for the subsequent analyses of variance for
repeated measures.

Figure 4 shows the recognition scores~direction not nec-
essarily correct! for the four presentation modes as a function
of the number of competing talkers. Again, as in the intelli-
gibility experiment, the results for individualized and general
HRTFs in the 3D conditions did not show a significant dif-
ference. The effects of presentation mode and number of
competing talkers are significant, but their interaction is not.
Compared to intelligibility~Fig. 3!, the effect of competing
talkers is~far! less pronounced for talker recognition. The
slopes of the four curves are virtually identical. Going from
one competing talker to four, the average decrease in perfor-
mance is from about 88% to 69%.

Because of the virtually identical scores for the two 3D
presentation modes, the results for general and individual
HRTFs were pooled and the unbiased percent-correct recog-
nition per condition was recomputed prior to the statistical
analysis. Subsequentpost hoctesting~Tukey HSD! of both
factors revealed a slightly better performance for 3D than for
monaural and binaural~81% vs 74/75%!, and a gradual, sig-
nificant decrease when going from one to two competing
talkers ~86% to 80%! and on to three or four competing

talkers~72% or 68%!. Overall, the configuration of the talk-
ers in 3D presentation has no effect on the listeners’ perfor-
mance~see the Appendix!.

2. Localization

In order to analyze the localization scores, only those
responses were considered in which the target talker was
indeed presented and recognized by the subject. Also for
localization, no significant difference was found between the
3D conditions with individualized and general HRTFs, and
the averages of the two were used for further analysis.

Figure 5 shows the localization performance for the 3D
presentation modes as a function of the number of competing
talkers. The main effect is significant, andpost hocanalysis
~Tukey HSD! revealed significantly decreasing steps going
from two to four competing talkers~57% down to 43%!. As
with recognition~Fig. 4!, the decrease in localization perfor-
mance is quite gradual. Overall, the localization scores are
rather poor, with relatively best performance when the target
talker is at 0° azimuth~see the Appendix!.

3. Reaction times

Analysis of the reaction times was performed on those
responses where the target talker was indeed presented and
recognized by the subject, but not necessarily correctly lo-
calized. Before going into the statistical analysis of the re-
sults, there is one aspect of the experimental design that
should be mentioned first. The task given to the subjects
consisted in fact of two subtasks which were executed more
or less simultaneously. The subtasks were~1! recognizing
the target talker and, if recognized,~2! determining his loca-
tion. Pressing a button could only be done as soon as the
second subtask was accomplished. In case of monaural pre-
sentation, this boils down to a simple yes/no task, since de-
termining the location is trivial~all talkers are presented to
one ear!. There is a random factor of presenting the signals to
the left or right ear, which would make it slightly less trivial.
With binaural presentation there are three buttons to be con-
sidered~290°, 90°, and not present!, and with 3D presenta-

FIG. 4. Mean recognition scores for four presentation modes as a function
of the number of competing talkers. The curves for 3D give the averages of
the different talker configurations; the hatched area around the 3D curves
indicates the range of scores for the talker configurations~based on the
pooled data for 3D with general and individual HRTFs!.

FIG. 5. Average localization scores for 3D presentation modes as a function
of the number of competing talkers. The hatched area around the curves
indicate the range of scores for the different talker configurations~based on
the pooled data for 3D with general and individual HRTFs!.
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tion six buttons~five directions and not present!. It is known
that reaction time increases as the number of response alter-
natives increase~cf. Wickens, 1984!. This means that the
reaction times of 3D willa priori be longer than those for
monaural and binaural presentation. Therefore, no direct
comparison between the three presentation modes is pos-
sible.

In order to get an estimate of the effect of having to
make a choice out of two, three, or six buttons on the reac-
tion times, a subset of the conditions was presented to six
new subjects. This time the question was simply: Is the target
talker present or not? The button box contained only 2 but-
tons assigned ‘‘yes’’ and ‘‘no.’’ Like in the original recog-
nition test, subjects listened to the voice-familiarization sen-
tences and got a practice round in order to familiarize
themselves with the procedure. The conditions tested con-
sisted of the following subset: mon~2!, mon~4!, bin(1A),
bin(3B), bin(4B), 3D(1A), 3D(2D), 3D(2F), 3D(3B),
3D(4A), 3D(4B), and 3D(4C). For the 3D conditions, only
those with general HRTFs were used.

The results of this experiment were compared with the
results of the subset in the original experiment. It turned out
that the differences in reaction times were on average 660 ms
for monaural, 720 ms for binaural, and 1360 ms for 3D.
These differences are merely a consequence of simplifying
the task of the listener. It appears that this even applies to
monaural presentation. A separate analysis of variance on the
reaction-time differences showed that monaural and binaural
were the same, but 3D was significantly higher. On the basis
of these results, it was concluded that thea priori longer
reaction time for 3D presentation in the original test was at
least 600 ms. Therefore, 600 ms was subtracted from the
original 3D results, so that the reaction time of mere recog-
nition was obtained, and a comparison between the presen-
tation modes could be made. The correction of 600 ms was
fixed for all 3D conditions, as there was no statistical evi-
dence that it depends on the number of competing talkers.

Figure 6 gives the corrected mean reaction times for the
four presentation modes as a function of the number of com-
peting talkers. There are significant effects of presentation

mode, number of competing talkers, and the interaction be-
tween them. An analysis of the main effects per presentation
mode revealed that the reaction times of binaural and 3D
increase significantly as the number of competing talkers in-
creases. Further analysis~planned comparisons! showed 3D
to have the shortest reaction times for up to three competing
talkers. Compared to binaural presentation with two to four
competing talkers, 3D presentation gives on average 840-ms-
shorter reaction times. There is hardly an effect of 3D talker
configuration on the reaction times~see the Appendix!.

IV. DISCUSSION

The effects of monaural, binaural, and 3D presentation
of bandlimited speech were investigated with respect to in-
telligibility and talker recognition in situations with multiple
concurrent talkers. The main question in this paper was to
what extent a 3D auditory display can give benefits over
monaural and binaural presentation in realistic, critical con-
ditions. In summary, results show that for two or more com-
peting talkers, 3D presentation yields better intelligibility
than monaural and binaural presentation, and somewhat bet-
ter and much faster talker recognition. Another important
result is that there is no significant difference in performance
between the use of individualized and nonindividualized
HRTFs. This is true for all experimental findings in this pa-
per: intelligibility, talker recognition, and talker localization.
The absence of a difference is probably due to the bandlim-
ited nature of the speech materials and, consequently, the use
of low-pass filtered HRTFs. In addition, for spatial informa-
tion in the horizontal plane, a detailed definition of the
HRTFs is less critical for intelligibility and talker recogni-
tion. Hawleyet al. ~1999! also did not find differences be-
tween intelligibility scores of sentences presented in the front
horizontal plane by means of loudspeakers or KEMAR re-
cordings, the latter in fact being a kind of nonindividualized
HRTFs. But, for localization they did find better absolute
scores in the actual sound field than with virtual presentation.

A. Intelligibility

In the monaural condition with only one competing
~male! talker, relatively low scores for both words and sen-
tences are found. With an average speech-to-masker ratio of
0 dB, a score for sentences of only 36%~all words correct!
indicates that subjects had great difficulty separating the two
male voices. In a similar monaural test, Stubbs and Summer-
field ~1990! found a score of 57% for two concurrent male
talkers. However, this score refers to the percentage of key-
words reproduced correctly, not entire sentences, for which
the score would clearly be lower. A keyword score of about
45% was reported by Hawleyet al. ~1999! for monaural vir-
tual listening, i.e., monaural listening to KEMAR recordings
of two concurrent sentences produced by one male talker at
690°. Ericson and McKinley~1997! found a relatively high
sentence-intelligibility score of 70%–75% for diotic presen-
tation in pink noise@5–10 dB signal-to-noise ratio~SNR!#
Festen and Plomp~1990! found an SRT for sentences of
about11 dB in the case of a male talker masked by his own
voice,viz., time-reversed speech. This implies a score below
50% for a speech-to-masker ratio of 0 dB. It should be noted

FIG. 6. Mean reaction times~with 600-ms correction for 3D! as a function
of the number of competing talkers. The curves for 3D give the averages of
the different talker configurations; the hatched area around the curve indi-
cates the range of scores for the configurations~based on the pooled data for
3D with general and individual HRTFs!.
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that much lower SRTs are normally obtained when target
and competing talker are of opposite sex or when modulated
noise is used~Festen and Plomp, 1990; Hyggeet al., 1992;
Peterset al., 1998!. The monaural results for two and more
competing talkers are consistent with the steepness of the
intelligibility curve near threshold~10%–15%/dB!. That is,
with two competing talkers, the speech-to-masker ratio is23
dB and the sentence score drops to 5%, eventually reducing
to 0% for additional competing talkers.

The binaural curves for three and four competing talkers
in Fig. 3 are based on the configuration bin(3B) and
bin(4B), i.e., with two competing talkers at the same ear as
the target talker. There is no significant difference between
binaural scores for three and four competing talkers, indicat-
ing that two competing talkers instead of one at the other ear
does not decrease performance. One can even state that the
presence or absence of competing speech in the other ear
does not influence intelligibility at all, in view of the results
for the monaural conditions: comparing mon~1! with
bin(2B) and mon~2! with bin(3B) or bin(4B) justifies this
conclusion.

We see that 3D presentation gives the highest intelligi-
bility for more than one competing talker. For one competing
talker, similar results can be obtained with binaural presen-
tation. The findings for one and two competing speakers are
essentially in agreement with results on spatial separation
found by Yostet al. ~1996! for three and two sources, re-
spectively. Although there are situations in which binaural
presentation with three or four competing talkers is superior
~viz., when only the target talker is presented to one ear and
all competing talkers to the other ear!, one can in general
conclude, when drawing horizontal iso-intelligibility lines in
Fig. 3, that binaural presentation with two or three competing
talkers yields about the same intelligibility as 3D presenta-
tion with three or four competing talkers, respectively. So,
3D presentation allows for an extra competing talker com-
pared to binaural presentation and for two more talkers com-
pared to monaural presentation. Moreover, 3D presentation
makes it possible to follow any of the talkers more easily
~although certain azimuths have a slight advantage, see the
Appendix!.

In the present experimental design, the target talker and
each of the competing talkers were given equal speech lev-
els. This means that with two, three, and four competing
talkers, the speech-to-masker ratio decreases, on average, by
3, 4.8, and 6 dB, respectively. Apart from the increase in
background level, a second aspect plays a significant role,
viz., the change in spectro–temporal properties from a single
voice to voice babble. Both factors increase the speech re-
ception threshold~cf. Festen and Plomp, 1990!. A number of
3D configurations of our experiment can be compared with
the results for KEMAR recordings that Bronkhorst and
Plomp ~1992! obtained from normal-hearing subjects, i.e.,
their conditions with sentences presented at 0° azimuth and
fluctuating speech noise at630° and690°. We used differ-
ent sentence material~and a different talker! for the target
speech and HRTFs instead of artificial-head filtering, but we
may get some insight as to the effect of using real instead of
simulated~modulated noise! speech. Correcting for the total

level of competing speech, as mentioned above, Bronkhorst
and Plomp found SRTs of220.0 and211.2 dB for configu-
rations 3D~1G! and 3D~2G!, respectively. In view of the psy-
chometric curve of speech-to-noise ratio vs intelligibility
which is also valid for fluctuating noise~Festen and Plomp,
1990!, these SRTs imply sentence-intelligibility scores near
100% for equally loud target and competing speech. The
scores found in the present study amount to 95% and 72%,
respectively. Hence, one may tentatively conclude that hav-
ing two talkers instead of noises@configuration 3D(2G)#
makes the task more difficult. This finding is corroborated
when taking configuration 3D(4G), for which Bronkhorst
and Plomp~with two maskers at630° instead of645° in the
present case! come to a level-corrected SRT of24.0 dB,
corresponding to a sentence intelligibility of about 65%.2

This is much higher than the score of 16% we find with four
competing talkers.

If we consider the gain of 3D compared to monaural
presentation in the above three conditions, we get difference
scores~for sentences! as shown in the third column of Table
I. The same data for the fluctuating noise maskers of
Bronkhorst and Plomp~1992! are shown relative to their
conditions of frontal presentation. That is, the conditions for
KEMAR recordings of all sources recorded at 0° azimuth
presented binaurally to the listeners. The difference-SRT val-
ues are compensated for an assumed 1-dB gain for diotic vs
monotic presentation. From these difference-SRTs, an esti-
mate is made of the expected intelligibility score~right col-
umn!, under the assumption of a slope of 10%–15% per dB.
Given the differences between the two studies, variance in
the data, and the assumptions made, we may conclude that
the scores are more or less in line. One has to bear in mind,
though, that the use of multiple fluctuating noise maskers is
not always a good predictor for modeling multiple talkers,
particularly when they are of the same sex. It does not ac-
count for segregation of voices and for the distraction that
may occur due to simultaneous intelligibility of two or more
talkers ~cf. Festen and Plomp, 1990; but see Duquesnoy,
1983!.

B. Talker recognition

For all presentation modes, the recognition scores de-
pend less on the number of competing talkers than intelligi-

TABLE I. Comparison of the differences in scores between monaural and
3D presentation for selected conditions in the present study with the differ-
ence in estimated scores~based on differences in SRT! between frontal and
spatialized presentation of KEMAR recordings in a study by Bronkhorst and
Plomp ~1992!. Maskers refer to competing talkers or modulated noise, re-
spectively.

# Maskers Condition

Present
study

Diff. score

Bronkhorst and Plompa

Diff. SRT
~dB!

Est. diff.
score

1 3D(1G) 59% 7.0 .70%
2 3D(2G) 67% 3.6 40%–55%
4 3D(4G) 16% 0.9 10%–15%

aDifferences in SRT including a 1-dB threshold increase for diotic instead of
monaural presentation.
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bility scores. The recognition scores we found for 3D pre-
sentation are slightly higher than for monaural or binaural
presentation. They vary from 89% with one to 71% with four
competing talkers~Fig. 4!. These relatively high values indi-
cate that talker recognition is an easier task than word or
sentence reception.

Recognizing the target talker may be described as wait-
ing for the moment that spectral and/or temporal dips occur
in the competing voices. In a way this process is similar to
understanding a message, but for talker recognition it may
end at an earlier stage, as one does not need to capture the
entire utterance of the target talker. As the number of com-
peting talkers increases, the background level and the
spectro–temporal ‘‘filling’’ increase, making recognition
gradually more difficult.

While the effect of recognitionper se ~target talker
present or not! appears not to be very dependent on the num-
ber of competing talkers, a different picture arises for the
time needed for actual recognition~Fig. 6!. For both binaural
and 3D presentation, reaction times increase significantly
when the number of competing talkers increases. Subjects
apparently have to wait longer for the moment to ‘‘catch a
glimpse’’ of the target talker. In other words, listeners still
have a good chance to be sure they heard the target talker,
but they take their time. The results on reaction times show
there is a clear release from masking when three or more
voices are spatially separated, yielding an average difference
of over 800 ms compared with binaural presentation. With
only one competing talker, 3D presentation with ultimate
spatial separation, 3D~1A!, does not do better than binaural
presentation, bin(1A). The difference in reaction time of
about 150 ms, as found in the original test~after 600-ms
correction! and in the retest, appeared not to be statistically
significant. In general, for one competing talker there is no
significant difference between bin(1A) and the average of
the 3D talker configurations~as plotted in Fig. 6!.

For the monaural presentation, an asymptote in reaction
time is already reached with two competing talkers. At first
glance it looks like subjects probably had great difficulty
recognizing the talker in these conditions and more or less
‘‘gave up’’ by pressing a button. But, this explanation is
contradicted by the monaural recognition scores themselves
~66% or more correct, Fig. 4!, which are not significantly
different from the binaural scores. An alternative explanation
may be that recognition with monaural presentation involves
a relatively easy task of selective attention, whereas with
binaural or 3D presentation the listener uses divided atten-
tion ~cf. Yost et al., 1996!. It should be noted that reaction
times for 3D presentation found in this study underestimate
those that will occur in realistic situations, since the location
of the talker will then generally be known in advance.

C. Localization

Absolute localization of the target talker seems generally
poor and becomes gradually more difficult as the number of
competing talkers increases~Fig. 5!. Having a closed-
response set with five alternatives, the localization scores are
on average around 50%. The finding that even for localiza-
tion the use of either individualized or nonindividualized

HRTFs does not yield significantly different results is not
really surprising in view of the relatively low intersubject
variability in HRTFs for frequencies below 4 kHz~cf. Fig. 1;
see also Shaw, 1974; Mo” ller et al., 1995!. The bandlimited
nature of the speech signals and the consequent use of low-
pass filtered HRTFs eliminates certain perceptual cues.
These cues are primarily associated with the perception of
elevation and externalization~cf. Bronkhorst, 1995!. The
former aspect is not particularly relevant in the present ex-
periments, as all sources were presented on the horizontal
plane. The latter point may however have played a role in the
relatively poor localization scores, as some subjects men-
tioned hearing the voices close to their head and not at a
distance.

Begault and Wenzel~1993! studied horizontal-plane lo-
calization of wideband speech stimuli of a single talker pre-
sented to inexperienced listeners, using nonindividualized
HRTFs and open-set responses. They report that up to 46%
of the stimuli were heard inside the head and found an aver-
age error angle of 28°. They conclude that most listeners can
obtain useful azimuth information, the results being compa-
rable with those for broadband noise stimuli. This conclusion
was also drawn by Ricard and Meirs~1994! for synthesized,
bandlimited speech, and by Gilkey and Anderson~1995!,
who used real sources and compared performance of speech
and click stimuli. The latter study only reports left–right er-
rors for four subjects, which were on average 16°.

In studies with simultaneous speech sources in the vir-
tual horizontal plane, Hawleyet al. ~1999! found on average
72% correct for 2–4 concurrent sentences, having 7 response
alternatives. In those experiments the listeners knew the sen-
tence in advance and only had to pinpoint its location. In
another study with bandlimited speech in the horizontal
plane, Yostet al. ~1996! had subjects localize all two or
three words that were presented simultaneously. With a
closed-response set of seven azimuths, scores were over 80%
for two talkers and about 60% for three talkers. These are
relatively high scores, but one has to keep in mind that the
subjects could listen to the presentation as often as they
liked. Our score of 51%~three competing talkers! seems
comparatively low, but the task for our listeners was more
complex, i.e., first detecting the target talker and subse-
quently determining his location.

In summary, localizing a target talker among a number
of competing talkers when signals are bandlimited does yield
relatively poor scores, but not to a dramatic extent in the
light of the results reported in the literature. Besides, spatial
separation as obtained in a 3D auditory display is more im-
portant for intelligibility and talker recognition than accurate
localization.

V. CONCLUSIONS

From the results of the experiments in this paper, using
bandlimited ~4-kHz! speech signals and truncated HRTFs,
the following conclusions can be drawn:

~1! There is no difference in performance between a 3D au-
ditory display based on individualized HRTFs and gen-
eral HRTFs. This conclusion applies to all scores as-
sessed for speech intelligibility, talker recognition
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~including the time required for recognition!, and talker
localization. This means that no individual adaptation of
a bandlimited~4-kHz! communication system is needed
in a practical application of an auditory display with
many users.

~2! Compared to conventional monaural and binaural pre-
sentation, 3D presentation yields better speech intelligi-
bility with two or more competing talkers, in particular
for sentence intelligibility. Equivalent performance is
achieved with 3D presentation compared to binaural pre-
sentation when one talker is added and compared to
monaural presentation when two or three talkers are
added. However, in specific conditions~all competing
talkers on the side opposite the target talker! binaural
presentation may be superior to 3D. Within the 3D con-
figurations examined, intelligibility is highest when the
target talker is at245° or 45° azimuth.

~3! Talker-recognition scores are higher for 3D than for
monaural and binaural presentation, but the differences
are small. Recognition scores depend less on the number
of competing talkers than intelligibility scores. The vir-
tual positions of the talkers in 3D are not a relevant
factor.

~4! For binaural and 3D presentation, the time required to
correctly recognize a talker increases with the number of
competing talkers. For two or more competing talkers,
3D presentation requires significantly less time than bin-
aural presentation.

~5! Absolute localization of a talker is relatively poor and
becomes gradually more difficult as the number of com-
peting talkers increases.
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APPENDIX: EFFECT OF TALKER CONFIGURATION IN
3D PRESENTATION

In both the intelligibility and the recognition experi-
ments, the configuration of the talkers in the case of 3D
presentation was a factor in the design. In this Appendix we
will discuss in more detail two situations with respect to the
minimum angle between the target talker and the nearest
competing talker,viz., 90° or 45°. These conditions will be
referred to as 45°-tca and 90°-tca, respectively
(tca5target-competing talker angle!. The second aspect in
the talker configuration is the azimuth of the target talker,
which could have an absolute value of 0°, 45°, or 90°.
Planned comparisons at a 5% significance level were per-
formed for the statistical analyses. Plots are shown only for
the cases for which relatively substantial differences between
configurations were found.

Figure A1 displays the mean scores for words and sen-
tences, in 90°-tca and 45°-tca as a function of the azimuth of
the target talker. The 90°-tca conditions only occurred with
one or two competing talkers and for one azimuth~90°! with
three competing talkers~filled single diamond!. Both words
and sentences show the same trend regarding the azimuth of
the target talker. In the 90°-tca conditions with only one
competing talker, the target talker’s position is not relevant;
with two competing talkers, a significantly worse score is
found if the target talker is placed at 0°. The best target
azimuth is 45°. In the 45°-tca conditions highest scores are
found at 45° or 0° with one competing talker, at 45° with two
competing talkers, at 45° or 0° with three competing talkers,
and at any azimuth with four competing talkers. Hence, it
would be best to place the target talker at 45°. Comparisons
of the results of 90°-tca and 45°-tca for one and two com-
peting talkers generally show that the scores are equal or
higher for 90°-tca, depending on speech material and the
azimuth of the target talker. Although there is no clear uni-
form result, enlarging the minimum angle between target
talker and nearest competing talker can have a positive effect
on speech intelligibility~cf. Peissig and Kollmeier, 1997!.

For talker recognition and reaction times, no or minor
effects of configuration are found, for which no plots are
shown here. Only a small difference in recognition is found
between 3D(3A) and 3D(3B). That is, when the target
talker is at 90°, there is a slight benefit to have the nearest of
three competing talkers 90° apart. Comparison between the
90°-tca and 45°-tca conditions for one or two competing
talkers shows no significant differences. Hence, talker recog-
nition is not critically dependent on the spatial segregation of
target talker and competing talkers. As to the reaction times,
only for 45°-tca with four competing talkers’s a significantly
shorter reaction time found for a target position of 90°. Com-
parison between the 90°-tca and 45°-tca conditions for one or
two competing talkers shows no significant differences.

Figure A2 shows the localization scores in conditions
90°-tca and 45°-tca as a function of the azimuth of the target
talker. For both 90°-tca and 45°-tca there is a significant
effect of target position, with 0° giving the best performance.

FIG. A1. Mean intelligibility scores for words and sentences as a function
of the azimuth of the target talker, with number of competing talkers and
45°- or 90°-tca as parameters.
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The distribution of the localization errors did not show any
response bias toward 0°. Comparison between the 90°-tca
and 45°-tca conditions for one or two competing talkers
shows no significant differences.

1Downsampling from 44.1 to 12.5 kHz was done by resampling with a ratio
of 2/7. This actually results in a sampling rate of 12.6 kHz. Playing it at a
rate of 12.5 kHz results in slight, negligible mismatch~0.8%!.

2We assume an SRT for sentences in noise of25 dB and a slope of the
psychometric function of 15% per dB around the 50% point~Plomp and
Mimpen, 1979!. Hence, an SRT of24 dB results in an intelligibility score
of 65%.
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Lip–jaw and tongue–jaw coordination during rate-controlled
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The present study investigated the relationship between functionally relevant compound gestures
and single-articulator component movements of the jaw and the constrictors lower lip and tongue tip
during rate-controlled syllable repetitions. In nine healthy speakers, the effects of speaking rate~3
vs 5 Hz!, place of articulation, and vowel type during stop consonant–vowel repetitions~/pa/, /pi/,
/ta/, /ti/! on the amplitude and peak velocity of differential jaw and constrictor opening–closing
movements were measured by means of electromagnetic articulography. Rather than
homogeneously scaled compound gestures, the results suggest distinct control mechanisms for the
jaw and the constrictors. In particular, jaw amplitude was closely linked to vowel height during
bilabial articulation, whereas the lower lip component amplitude turned out to be predominantly rate
sensitive. However, the observed variability across subjects and conditions does not support the
assumption that single-articulator gestures directly correspond to basic phonological units. The
nonhomogeneous effects of speech rate on articulatory subsystem parameters indicate that single
structures are differentially rate sensitive. On average, an increase in speech rate resulted in a more
or less proportional increase of the steepness of peak velocity/amplitude scaling for jaw movements,
whereas the constrictors were less rate sensitive in this respect. Negative covariation across
repetitions between jaw and constrictor amplitudes has been considered an indicator of motor
equivalence. Although significant in some cases, such a relationship was not consistently observed
across subjects. Considering systematic sources of variability such as vowel height, speech rate, and
subjects, jaw–constrictor amplitude correlations showed a nonhomogeneous pattern strongly
depending on place of articulation. ©2000 Acoustical Society of America.
@S0001-4966~00!05204-8#

PACS numbers: 43.70.Aj, 43.70.Bk@AL #

INTRODUCTION

The concept of a ‘‘phonetic gesture’’ has been intro-
duced as the basic functional unit of the speech motor system
~Browman and Goldstein, 1986; Fowler and Saltzman,
1993!. Even direct descriptions of articulatory movements in
space over time, for example, in terms of measurable trajec-
tories, were considered as the basis of phonological represen-
tations ~Browman and Goldstein, 1986, p. 224!. However,
any definition of the functionally relevant gestures on the
basis of motor data ends up with difficulties if articulation is
considered in detail with respect to the complex relationships
between compound gestures, on the one hand, and single-
articulator movements, on the other. For example, the latter
may show motor equivalence in terms of trading relations
~Hughes and Abbs, 1976; Abbs, 1980; Perkellet al., 1993a!
and goal-directed compensation for perturbations~Abbs and
Gracco, 1984; Gracco and Abbs, 1986; Munhallet al., 1994;
Savariauxet al., 1995!, that is, they seem to be linked with
respect to superordinate functional aspects.

Regarding the neuronal mechanisms underlying articula-
tion, gestures have been considered as more or less hard-
wired coordinative structures~Kelso et al., 1986, p. 55!.
While some authors subsume systems with relatively high
flexibility under this concept allowing for on-line compensa-

tion for various kinds of perturbations~Kelso and Tuller,
1983, 1984; Kelsoet al., 1984; Saltzman, 1986!, others con-
ceive of synergies as more or less stereotypic and spatiotem-
porally coherent activities~Lee, 1984!. Invariant scaling
mechanisms can be considered a relevant criterion of neu-
ronal synergies. For example, a largely linear relation be-
tween peak velocity and movement amplitude has been ob-
served in compound lower lip/jaw or tongue/jaw gestures
~Kuehn and Moll, 1976; Ostry and Munhall, 1985!. On the
basis of the mass-spring model, the slope of peak velocity/
amplitude scaling can be interpreted as ‘‘stiffness,’’ repre-
senting an important control mechanism with respect to
speech timing~Kelso et al., 1985; Vatikiotis-Bateson and
Kelso, 1993!.

Both the ‘‘motor equivalence’’ and the ‘‘coordinative
structure’’ view of speech motor control emphasize com-
pound rather than component gestures to represent functional
entities. In contrast, some studies provide evidence for a
functional independence of the various subsystems such as
the lower lip and the jaw. Whereas the constrictors~e.g.,
lower lip or tongue tip! primarily seem to be involved in
consonant gestures, jaw opening has been supposed to rep-
resent a correlate of the syllabic sonority profile~Edwards
and Beckman, 1988! and to be associated with vowel ges-
tures~Gracco, 1994; Perkell, 1969; Tuller and Kelso, 1984!.
As compared to consonants, vowels, furthermore, tend to be
more closely associated with opening than closing move-a!Electronic mail: ingo.hertrich@uni-tuebingen.de
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ments~Gracco, 1994! and to be more sensitive to changes in
speech rate in terms of articulatory undershoot or vowel re-
duction ~Flege, 1988; Gayet al., 1974; Gay, 1981; Lind-
blom, 1963; Miller, 1981!.

As a consistent finding across various studies~Kelso
et al., 1985; Nelsonet al., 1984!, smaller movement ampli-
tudes have been reported under the condition of shorter
movement durations. Besides aspects of physical energy
~Nelson, 1983!, idiosyncratic reorganization~Hughes and
Abbs, 1976! as well as prosody-induced variation on a
hypo–hyperarticulation scale~Vatikiotis-Bateson and Kelso,
1993! have been offered as an explanation for this phenom-
enon. So far, however, the differential rate effect on jaw and
constrictor amplitudes has not systematically been assessed
under strictly controlled rate conditions in a larger group of
subjects.

During natural speech, articulatory gestures are modified
by many interacting influences including various aspects of
coarticulation and prosody. Due to such confounding effects,
the variability of durational and displacement data thus can-
not easily be decomposed into such underlying factors as
phonological categories and speech rate. One possibility to
assess more elementary articulatory gestures is to use simple
speechlike material such as syllable repetitions instead of
sentence utterances. Apart from the investigation of West-
bury and Dembowski~1993!, no systematic studies of mul-
tiarticulator movements during syllable repetition have been
performed so far. The latter investigation, however, was de-
signed as a maximum-rate performance test and, therefore, is
supposed to document particular speaker strategies under
temporal constraints rather than more general aspects of
speech motor control. Furthermore, coordination of jaw,
tongue, and lower lip solely was addressed in a descriptive
way, and the test material~/pa/, /ta/, /ka/! only had comprised
a single vowel category.

Considering the relatively weak database provided by
previous studies on multiarticulator gestures, the present
work aims at a further evaluation of jaw-constrictor coordi-
nation and its rate-induced changes. In order to avoid inter-
ference with higher-level effects such as linguistic bound-
aries, lexical stress, and sentence intonation, a syllabe
repetition task comprising the stop consonant–vowel~CV!
sequences /pa/, /pi/, /ta/, and /ti/ was selected as test material
for the present investigation. For the sake of a quantitative
assessment of speaking rate, two distinct tempo conditions~3
and 5 Hz! were induced. In particular, the following ques-
tions were addressed:

~a! Are compound gestures the result of superimposed
single-articulator movements or are they controlled in a
uniform way with respect to amplitude specification
and peak velocity scaling?

~b! Does speech rate act as a global scaling factor or does
it differentially change the characteristics of the various
subsystems?

~c! Is rate-induced reduction of movement amplitudes
more pronounced in vowel-related gestures as com-
pared to consonants?

~d! Do jaw and constrictor movement amplitudes exhibit
negative covariation?

I. METHODS

A. Subjects and recording procedure

Nine healthy subjects produced repetitions of the
consonant–vowel sequences /pa/, /pi/, /ta/, and /ti/ each~see
Footnote 1!. Rates of three~slow condition! and five ~fast
condition! items per second were induced by binaural pre-
sentation of synthetic syllables over headphones~see Foot-
note 2!. Articulatory movements were measured by means of
electromagnetic articulography at a sampling rate of 400 Hz
~EMA; AG100, Carstens Medizinelektronik, Lenglern, Ger-
many; ten-channel system!. Briefly, small transducer coils at
selected fleshpoints within the midsagittal plane receive sig-
nals emitted by three transmitter coils mounted on a helmet;
after demodulation, these signals are converted into two-
dimensional trajectories~Gracco and Nye, 1993; Perkell
et al., 1992; Perkell, 1993b; Scho¨nle, 1993; Scho¨nle et al.,
1987!. The present study considered seven receiver coils at-
tached to the upper lip, lower lip, upper jaw~above the upper
incisors!, lower jaw ~below the lower incisors!, tongue tip
~0.5 cm behind the tip of the tongue!, tongue dorsum~about
4 cm posterior to the tongue tip!, and nasion by means of a
tissue glue~Histoacryl green, Braun, Melsungen, Germany!.
Using an additional coil, the contour of the palate was traced
at the beginning of the recording session in order to have a
display of this structure when monitoring the coil move-
ments. For the purpose of the present study, only the lower
lip, tongue tip, and lower jaw receivers were considered for
analysis. Due to a defective sensor coil, the lower lip trajec-
tories of subject N3 failed to be tracked. The nasion and the
upper jaw receivers were used for inspection of the raw data
in order to exclude major helmet displacements. Measure-
ment accuracy amounts to about 0.5 mm under the condi-
tions of the present study~Hertrich and Ackermann, 1997a;
Hoole, 1993!. In synchrony with the kinematic measure-
ments, the acoustic signal was recorded at a sampling rate of
16 kHz. Each syllable train was repeated twice resulting in
16 ~54 syllables32 rate conditions32 repetitions! record-
ings. Five subjects performed a third trial of the entire ma-
terial. As a rule, all subjects were able to synchronize their
productions with the required rate within the first two syl-
lables of a given train. Recording time amounted to 6 s per
sweep with an intersweep interval of about 15 s. From each
trial, ten syllables starting after the second syllable were con-
sidered for analysis.

B. Signal processing

Prior to parameter extraction, the kinematic signals were
smoothed at 25 Hz~51-coefficient FIR low-pass hamming
filter!. Next, using principle component analysis, the pre-
dominant movement direction of the various articulators was
determined separately for each repetition train and receiver
coil ~e.g., the lower lip coil during one sequence of
/tatata..../!. Since the speech material consisted of stop
consonant–vowel sequences, the direction of the first princi-
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pal component was assumed to reflect the oral opening and
closing gestures~see Footnote 3!. The projection of the origi-
nal two-dimensional trajectory onto this direction provided a
one-dimensional time course with the average position of a
transducer during a syllable repetition train set to zero and
the sign defined such that closed articulator positions had a
positive value and open positions a negative value~see Fig.
1!. Apart from a few trials that had to be discarded from
analysis, the first principal component accounted for more
than 70% of variance and showed a syllabic rhythm synchro-
nized with the intensity contour of the acoustic signal.

In order to confine the intervals for automatic detection
of displacement extrema, manual segmentation of the trajec-
tories was performed with reference to acoustic vowel on-
sets. For each CV syllable, the onset of the opening gesture
was defined as the highest value of the first principal com-
ponent between vowel onsets of a given and the preceding
syllable. The lowest value between two succeeding opening
onsets was considered the closing onset. Movement ampli-
tude was defined as the difference between two successive
displacement extrema. Thus, no intermovement intervals
were possible. Three-point differentiation of the time course
of the first principal component yielded the velocity profile

of the articulatory gestures. Peak velocity was determined as
the highest absolute value of this parameter during a given
opening or closing gesture~see arrows in Fig. 1 for illustra-
tion of the relevant events!. Since, on average, opening and
closing movements have the same size during syllable rep-
etition, statistical analysis with respect to the movement am-
plitudes referred to the entire movement cycles, each defined
as the mean of an opening and a following closing gesture.
In contrast, when the scaling of amplitude and velocity was
addressed, opening and closing movements were considered
separately.

Differential constrictor values of movement amplitude
and peak velocity were derived by simple subtraction of the
respective jaw parameters from the compound data~see
Footnote 4!. The scaling of peak velocity and amplitude was
assessed by linear regression for each rate condition and
place of articulation. In order to obtain sufficient variability
on the amplitude axis, data were pooled across the two vow-
els /a/ and /i/. In order to estimate the effects of vowel type,
an additional analysis was performed using the simple quo-
tient of peak velocity and amplitude~see Footnote 5!.

II. RESULTS

A. Differential movement amplitude of the jaw and
the constrictors

1. Analysis of variance

Evaluation of the systematic influence of place of articu-
lation ~/p/, /t/!, vowel type~/a/, /i/!, and rate condition~3 Hz,
5 Hz! on movement cycle amplitudes~mean of opening and
closing amplitude! relied on repeated measures analyses of
variance. Three ANOVAs were performed with the subject
means across repetitions~see Table I! of the jaw, constrictor,
and compound gesture amplitudes, respectively, entered as
dependent variables~Table II!. In order to compare the vari-
ous effects and interactions,F-values may be considered a
measure of effect strength in case of equal degrees of free-
dom. The subject means of jaw and compound amplitudes
under the various conditions are displayed in Fig. 2. The jaw
movements showed a predominant vowel and a minor rate
effect only. Furthermore, jaw amplitudes did not differ
across places of articulation and did not exhibit any signifi-
cant interactions (p.0.1) among the factor variables. In
contrast, the constrictor component amplitude failed a sig-
nificant main effect of vowel type, but showed strong effects
of place of articulation and speech rate as well as a
vowel3place interaction. Furthermore, the interactions of
vowel and speech rate as well as the three-way interaction
achieved significance at the level ofp,0.05. Considering
the compound amplitude, all effects and interactions were
highly significant with the exception of the place of
articulation3rate interaction. The three-way interaction
turned out to be the strongest effect in this data set, suggest-
ing that the amplitude of compound trajectories is controlled
in a more complex way than the excursion of its components.

In order to further analyze the observed interactions,
posthocANOVAs were performed separately for each place
of articulation. During /p/V articulation, jaw amplitude de-
pended only on vowel type whereas the lower lip component

FIG. 1. Measurement of jaw displacement and peak velocity as exemplified
by a /papapa/sequence at 5 Hz. The upper two panels show the originalx-
and y- coordinates, respectively, with reference to the EMA helmet; the
fourth panel from top represents the time history of the first principal com-
ponent~PC! of the originalx/y data; the third panel from top displays the
second principal component, that is, the movement component orthogonal to
the first PC; the derivate~three-point difference! of the first PC is displayed
in the fifth panel from top; the bottom panel shows the acoustic signal.
Acoustic vowel onsets~A, B, C!, displacement extrema~D, E, F!, and ve-
locity peaks~G, H! are marked by arrows.
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showed a stronger effect of rate than of vowel. Furthermore,
the latter effect exhibited an inverse pattern: the lower lip
component amplitude for /i/ exceeded the one for /a/~see
group means in Table I!. The compound amplitude showed a
stronger effect of rate than of vowel type. No significant
vowel3rate interaction was observed during /p/V articula-
tion. Considering /t/V syllable repetitions, the jaw amplitude
showed a strong vowel effect as well, but with respect to the
remaining effects a somewhat different pattern emerged.
Vowel type and speech rate imposed effects of comparable
strength on the tongue tip component amplitude. Further-
more, the vowel3rate interactions were significant due to a
nonlinearity in terms of larger rate effects in /ta/ as compared
to /ti/ repetitions~see group means in Table I!. This interac-

tion was stronger in the constrictor component as compared
to the jaw amplitude.

2. Individual variability

A variety of regularities emerged with respect to indi-
vidual behavior~Table I!: All subjects showed smaller jaw
amplitudes during /i/ productions as compared to the respec-
tive /a/ items with the same place of articulation and under
the same rate condition. During the slow condition, the con-
strictor component amplitude of /ta/ consistently exceeded
the one of /ti/ productions whereas in /pa/ versus /pi/ the
inverse pattern was observed. Apart from a few exceptions,
the fast condition yielded a similar pattern. Compound am-

TABLE I. Subject means of jaw, constrictor, and compound movement cycle amplitudes~in mm!.

Syllable Speaker

Slow Fast

Jaw Constrictor
Compound

gesture Jaw Constrictor
Compound

gesture

/pa/ N1 1.6 5.6 7.3 2.0 4.4 6.4
N2 4.6 6.3 10.8 3.4 5.2 8.5
N3 ¯ ¯ ¯ ¯ ¯ ¯

N4 2.4 8.3 10.7 5.4 3.9 9.3
N5 4.3 7.3 11.6 3.4 5.6 9.0
N6 1.2 6.6 7.8 1.8 3.1 4.9
N7 5.7 4.0 9.7 4.0 3.9 7.9
N8 5.9 8.1 14.0 4.8 5.9 10.8
N9 3.3 5.3 8.6 2.8 5.0 7.8

Mean 3.6 6.4 10.1 3.4 4.6 8.1

/pi/ N1 0.8 7.1 7.9 0.6 5.6 6.2
N2 1.6 7.8 9.4 0.8 6.0 6.9
N3 ¯ ¯ ¯ ¯ ¯ ¯

N4 0.7 9.7 10.4 1.1 6.9 8.0
N5 1.0 7.8 8.7 1.1 5.3 6.3
N6 0.5 7.5 8.0 0.7 2.7 3.4
N7 3.2 4.3 7.5 1.9 2.9 4.8
N8 1.1 8.9 9.9 1.3 6.3 7.6
N9 0.3 7.6 7.9 0.3 7.1 7.4

Mean 1.1 7.6 8.7 1.0 5.4 6.3

/ta/ N1 3.1 6.0 9.1 2.4 4.3 6.7
N2 7.1 4.4 11.5 4.3 2.2 6.5
N3 3.6 4.8 8.4 1.3 2.8 4.1
N4 4.8 4.9 9.7 1.5 5.2 6.7
N5 3.5 9.0 12.4 3.4 3.7 7.1
N6 3.4 7.1 10.5 4.1 0.6 4.7
N7 4.0 5.6 9.6 3.4 4.3 7.6
N8 8.5 3.6 12.1 3.8 2.8 6.6
N9 5.6 4.8 10.5 3.8 2.2 6.0

Mean 4.8 5.6 10.4 3.1 3.1 6.2

/ti/ N1 1.3 2.8 4.1 0.6 3.7 4.4
N2 2.5 1.1 3.6 1.8 0.4 2.2
N3 0.6 3.3 3.9 0.6 2.5 3.1
N4 1.5 1.7 3.1 1.0 0.8 1.8
N5 0.7 3.2 3.9 0.9 1.6 2.4
N6 0.7 6.1 6.8 0.6 3.4 3.9
N7 2.0 2.4 4.4 1.4 2.5 3.9
N8 1.5 3.2 4.7 1.1 2.3 3.4
N9 2.4 2.2 4.5 1.5 2.7 4.2

Mean 1.5 2.9 4.3 1.1 2.2 3.3
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plitude was reduced in all but one~/ti/ productions of N1!
fast item as compared to the slow cognates. As concerns the
rate effect on the jaw and constrictor component amplitudes,
consistency across subjects depended on place of articula-
tion. During /pa/ repetitions, all subjects reduced the lower

lip component under the fast condition but they were incon-
sistent with respect to jaw amplitude. In contrast, /ta/ utter-
ances exhibited a more consistent rate effect on jaw ampli-
tude as compared to the tongue tip component. Figure 3
exemplifies subject variability of differential jaw and con-
strictor amplitudes in three speakers. Each plot demonstrates
strong influences of rate and vowel context on movement
amplitudes, but the patterns differ across subjects and place
of articulation. Speaker N6, for example, consistently modi-
fied jaw amplitude for vowel distinction, whereas the speech
rate condition almost exclusively influenced the constrictor
amplitude. A similar pattern was observed in N5’s /p/V ut-
terances, whereas this speaker’s /t/V items showed vowel-
induced modification of tongue tip amplitude as well. Sub-
ject N4, in contrast, exhibited considerable jaw amplitude
overlap between fast /ta/ and /ti/ items, but a complete sepa-
ration in the tongue tip component. During labial articula-
tion, this subject used a different strategy, producing an even
enlarged /a/–/i/ distinction in jaw amplitude under the 5-Hz
condition as compared to the 3-Hz condition. Similar vari-
ability as shown in Fig. 3 could be observed for the remain-
ing subjects not displayed here.

3. Correlation analysis

Negative correlations between movement amplitudes of
functionally complementary motor subsystems have been
considered an indicator of motor equivalence. In order to
obtain interpretable correlation coefficients, the nature of the
variance underlying the data must be documented. In the
present study, various sources of variance were tested using
partial correlation analysis. The advantage of this technique
is that, in order to obtain a sufficient sample size, data can be
pooled across several subconditions after the particular sta-
tistical effects of these subconditions have been removed
from the data set.

First, the jaw–constrictor correlations were computed
for each subject separately after the systematic effects of
speech rate and vowel type as well as their interaction had
been removed. This was done by, first, performing a linear
regression analysis of the three dummy variables VOW
(/a/50; /i/51), RATE (slow50; fast51), and
VOW3RATE on jaw and constrictor amplitude, respectively
and, second, computing Pearson correlation coefficients from
the residuals of this regression. Five of the 17 correlations
shown in the upper part of Table III were significant atp
,(0.05/17), which is well above chance. With respect to
sign, the correlation coefficients varied across subjects and
place of articulation. Speaker N8, for example had positive
correlations in /p/ and negative ones in /t/ utterances,
whereas N9 showed the reverse tendency.

In a second step, a similar correlation analysis was per-
formed with the subject means of jaw and constrictor ampli-
tudes. Again, the main effects and interaction of speech rate
and vowel category were partialled out, leaving intersubject
variability as the residual source of variance. If all subjects
organized their articulation in a similar way, but differed in a
global size factor~Footnote 6!, we would expect strong posi-
tive correlations between jaw and constrictor amplitude. In
contrast, if subjects were comparable in the size of their

TABLE II. Repeated measures ANOVAs with respect to the influences of
place of articulation~PLACE; /p/, /t/!, vowel type ~VOW; /a/, /i/!, and
syllable rate~RATE; 3 Hz, 5 Hz! on jaw, constrictor, and compound move-
ment amplitudes.

Jaw Constrictor Compound

~a! Three-way ANOVA,F@1,8# values
PLACE 2.05 18.43a 13.48a

VOW 66.25a 2.35 52.12a

RATE 6.83b 16.40a 50.32a

PLACE3VOW 1.02 15.75a 46.67a

PLACE3RATE 3.01 0.68 2.37
VOW3RATE 2.39 9.25b 16.85a

PLACE3VOW3RATE 2.47 6.49b 186.25a

~b! Post hocanalysis for /p/V articulation,F@1,8# values
VOW 44.05a 7.87b 10.88b

RATE 0.26 18.37a 43.48a

VOW3RATE 0.00 1.44 1.79

~c! Post hocanalysis for /t/V articulation (F@1,9# values!
VOW 63.61a 11.56a 80.06a

RATE 11.83a 10.14b 54.50a

VOW3RATE 5.46b 9.97b 79.26a

aSignificance:p,0.01.
bSignificance:p,0.05.

FIG. 2. Subject means of movement cycle amplitudes under the various
conditions. The entire rectangles refer to the compound gestures, the jaw
component is represented by the filled part of each rectangle.
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compound trajectories, but used different strategies with re-
spect to constrictor and jaw contribution, correlations would
be strongly negative. As shown in the lower part of Table III,
correlation across subjects tended to be negative and was
significant for /t/ articulation, in spite of considerable com-
pound amplitude differences across subjects~see Table I!.

Two further correlation analyses of jaw and constrictor
amplitude were performed with~a! vowel type and~b!
speech rate as source of variability, respectively. In these
analyses, subject variability, rate or vowel, and the
subject3vowel or subject3rate interaction, respectively,
were partialled out. Positive jaw–constrictor correlations

FIG. 3. Lower lip and tongue tip component movement amplitudes, respectively, plotted against jaw amplitude from three subjects. Each symbol represents
a single movement cycle~mean of opening and closing amplitude!.

TABLE III. Correlation between jaw and constrictor amplitude in relation to various sources of variance. All
systematic sources of variance not specified in the left column have been partialled out prior to computation of
Pearson correlations.

Place of articulation

Source of /p/ /t/
variance d.f. r d.f. r

Repetitions, N1 80 20.27 70 20.08
N2 80 0.04 120 20.46a

N3 ¯ ¯ 110 20.04
N4 70 0.10 70 0.21
N5 120 0.59a 120 20.27
N6 110 20.35a 90 20.13
N7 80 0.30 70 20.04
N8 110 0.53a 120 20.37a

N9 70 20.05 70 0.32

Subjects 32 20.19 36 20.62a

Vowel category 32 20.70a 36 0.55a

Rate condition 32 20.24 36 0.22

aSignificance~a! for repetitions:p,(0.05/17); for the remaining sourcesp,(0.05/2).
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would be expected if vowel type and speech rate affected
both structures in terms of a common scaling parameter. In
contrast, if these factors influence the two components dif-
ferently, correlations would be negative. In both cases, the
strength of the observed correlations depends on intersubject
consistency. In case of vowel context as the source of vari-
ability, jaw–constrictor correlations were significantly nega-
tive for /p/V articulation, but significantly positive for /t/V
items ~Table III, second line from bottom!. When syllable
rate was the source of variance, the correlations showed a
similar pattern, but were weaker and lacked significance
~Table III, bottom line!. The differences in sign indicate that
the coordination between the jaw and the constrictor depends
on place of articulation. In tongue tip articulation they seem
to represent a synergy, whereas in bilabial articulation they
show some kind of functional independence. The differences
in absolute strength of the correlations between vowel- and
rate-induced variability indicate that subjects were more con-
sistent with respect to vowel effects on differential move-
ment amplitudes as compared to rate-induced differences.

4. Comments

The results with respect to differential movement ampli-
tudes indicate that—within some limits—the jaw and the
constrictors have different functions and are independently
controlled with respect to the demands of vowel context and
speech rate. As concerns bilabial articulation, the compound
amplitude of the lower lip trajectory could be decomposed
into a rate-insensitive vowel-related jaw gesture and a rate-
sensitive consonant-related lower lip constrictor component.
During tongue tip articulation, the jaw showed a similar pat-
tern with respect to vowel distinction, but interacted with the
constrictor activity and seemed to be closer linked to it. The
assumption that vowel gestures are predominantly reduced
during fast speech cannot be corroborated on the basis of the
present results. Considering jaw/constrictor covariation in
movement amplitude, partial correlation analysis did not re-
veal consistent negative covariation across repetitions. With
vowel type, syllable rate, or intersubject differences as
sources of variability, the sign and significance of the com-
puted correlation coefficients varied across these factors and
interacted largely with place of articulation.

B. Dynamic movement specification

1. Individual patterns of peak velocity Õamplitude
scaling

On the basis of individual scatterplots, linear regression
functions of peak velocity on amplitude were computed
separately for each rate condition. Figure 4 shows some typi-
cal examples of the variability across subjects as observed in
the data set. The mass-spring model suggests specific control
mechanisms that, first, scale movement velocity in terms of a
linear function of amplitude, and, second, vary stiffness for
the adjustment of movement duration. Accordingly, the jaw
closing gestures obtained from subject N4~Fig. 4, the two
rightmost upper panels! showed consistent rate-sensitive re-
gression lines, in spite of different strategies of rate-sensitive
amplitude scaling across places of articulation. Regarding /a/

and /i/ syllables, peak velocity was linearly scaled across
vowel categories. Similar patterns were obtained from jaw
data in more than half of all scatterplots across the speakers.
However, different patterns were observed as well. Subject
N1, for example, did not change jaw stiffness as a function
of rate in his jaw opening gestures of /p/V items. The scat-
terplot displays a uniform velocity/amplitude scaling across
vowels and rate conditions~leftmost top panel of Fig. 4!.
Subject N5, in contrast, showed largely rate-sensitive scaling
and, in addition, a vowel effect. Although the regression
lines were derived from the pooled /a/ and /i/ items, the
triangles seem to show steeper scaling than the circles at
visual inspection. An inverse vowel effect can be observed in
this speaker’s plots of constrictor and compound trajectory
data where, under the fast condition, /a/ items exhibited a
steeper peak velocity/amplitude slope~Fig. 4, second mid
and bottom panel from left!.

All four compound gesture plots displayed in Fig. 4
~lower panels! show marked rate-induced differences in peak
velocity at a given amplitude. However, the mechanisms un-
derlying this rate effect seem to differ across the four panels.
In the mass-spring model, peak velocity is linearly scaled
with movement amplitude and the intercept should be zero,
whereas the presence of measurable intercepts may indicate
more complex mechanisms of motor control, for example, in
terms of intergestural timing. As concerns the closing ges-
tures of subject N4’s /t/V productions~rightmost panel!, the
speech rate conditions induced a difference in the slopes of
the regression lines whereas the /p/V closing gestures were
rather characterized by different intercepts. As a rule, the jaw
data showed approximate zero intercepts in most cases,
whereas particularly the compound gestures appeared less
predictable by a nonintercept model.

2. Analysis of variance of peak velocity Õamplitude
scaling

In order to show systematic effects across subjects of
gesture type~opening, closing!, place of articulation~/p/, /t/!,
and speech rate~3 Hz, 5 Hz!, these factors were entered in
six repeated measures ANOVAS with the slopes and the in-
tercepts of jaw, constrictor, and compound gesture velocity/
amplitude scaling, respectively, as dependent variables~for
cell means, see Fig. 5!. Regarding the intercepts, the jaw as
well as the constrictor data did not show any significant ef-
fects or interactions, whereas the compound gesture showed
a rate effect (F@1,7#511.27; p,0.05) and an interaction of
gesture type and place of articulation (F@1,7#57.76; p
,0.05). With respect to the slopes, all three dependent vari-
ables showed a main effect of rate~jaw: F@1,7#590.02, p
,0.01; constrictor: F@1,7#510.82, p,0.05; compound:
F@1,7#5510.78, p,0.01). Furthermore, the compound
slope depended on gesture type (F@1,7#527.09, p,0.01),
and a similar tendency was observed in the constrictor data
~F@1,7#54.28, p,0.1!: On average, slopes were steeper in
closing as compared to opening gestures.

For control reasons, a second series of analyses was per-
formed in order to test for additional effects of vowel type on
articulator stiffness. This part of the analysis used a nonin-
tercept model since, unlike regression functions, simple quo-
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tients can be computed in the absence of any variation on the
amplitude scale. Three repeated measures ANOVAS were
performed testing the influences of place of articulation~/p/,
/t/!, speech rate~3 Hz, 5 Hz!, vowel category~/a/, /i/!, and
gesture type~opening, closing! on the subject means of the
peak velocity/amplitude ratio of~1! the jaw,~2! the constric-
tor, and~3! the compound trajectory, respectively. With re-
spect to the jaw and the constrictor data, no significant vowel
effects were observed, and the results were quite similar to
the respective analyses of the slopes. The compound gesture,
in contrast, showed a significant vowel effect as well as vari-
ous interactions between vowel type and the remaining fac-
tors.

3. Quantitative effect of rate on the peak velocity Õ
amplitude slope

If, as suggested by the spring model, the shape of the
velocity profile is invariant across rate conditions and no
additional mechanisms of intergestural timing are active, the

peak velocity/amplitude slopes should directly reflect syl-
lable rate, and the ratio of the two slopes corresponding to
the 5- and the 3-Hz conditions, respectively, should amount
to 5/351.66. In contrast, a value of 1.0 is expected if the
peak velocity/amplitude slope is kept constant across varia-
tion of speech rate. As shown in Fig. 6, most ratios lie be-
tween these two theoretical values, indicating that, on aver-
age, no full rate adaptation of stiffness was performed. While
the jaw values were relatively close to the value of 1.66,
constrictor stiffness turned out to be less rate sensitive. The
difference between the jaw and constrictor data was signifi-
cant (F@1,5#514.61, p,0.05; repeated measures ANOVA
performed with data from six subjects only; subjects with a
nonsignificant@p.0.1# correlation between peak velocity
and amplitude under at least one subcondition were consid-
ered as missing!.

4. Comments
Although the present study revealed considerable vari-

ability across subjects with respect to peak velocity/

FIG. 4. Peak velocity plotted against movement amplitude as obtained from three subjects~N1, N4, N5!. Each symbol represents a single gesture. Regression
lines were computed across the pooled /a/ and /i/ items seperately for the slow~solid lines! and the fast conditions~dashed lines!.
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amplitude scaling under the various subconditions studied,
several statistical regularities could be observed. Both the
jaw and the constrictor data were more or less compatible
with a nonintercept model of peak velocity/amplitude adjust-
ment whereas the compound gestures seem to be controlled
in a more complex way. The jaw peak velocity/amplitude
slopes showed rate-induced changes approximating the the-
oretical value for rate-sensitive proportional scaling. In con-

trast, the constrictors turned out to be less rate sensitive with
respect to peak velocity/amplitude scaling. Opening and
closing gestures did not consistently differ with respect to
jaw slopes~Fig. 5, upper left panel!. The constrictors, in
contrast, exhibited steeper scaling in closing than in opening
gestures. Neither the jaw nor the constrictors showed a sig-
nificant vowel effect on the peak velocity/amplitude quo-
tient. In contrast, the compound gestures did show complex
vowel-induced interactions. With respect to peak velocity
and amplitude scaling, thus, single articulators seem to be
separately controlled, and the compound trajectories may be
considered as the result of superimposed component struc-
tures rather than a functional entity.

III. DISCUSSION

The present study investigated the effects of speech rate
and vowel context on jaw–constrictor coordination. In spite
of considerable intersubject variability, various regularities
emerged with respect to both movement amplitude and peak
velocity/amplitude scaling. The extent of jaw movements
strongly depended on vowel height, whereas the constrictors
~lower lip and tongue tip! failed a consistent pattern in this
respect. Although compound amplitudes were reduced in fast
as compared to slow speech, jaw movement amplitude was
not consistently affected by syllable rate. With respect to
velocity/amplitude scaling, the jaw showed a symmetrical
pattern with respect to opening and closing gestures and
more or less proportional changes of stiffness across speak-
ing rates. The dynamic characteristics of the constrictors, in
contrast, depended less on rate and exhibited steeper scaling
of closing than opening gestures. Partial correlation analysis
revealed covariation patterns among subsystems to vary
largely across conditions and subjects.

In principle, an increase in speech rate can be achieved
by two different strategies, either by a rise in movement
velocity concomitant with rather unchanged excursions of
articulatory trajectories or by reduced amplitude in the ab-
sence of major adjustments of velocity~Lindblom, 1990!.
The former strategy had been assumed to characterize con-
strictor gestures during consonant production, whereas the
latter mainly seems to emerge during vowel-related jaw
movements~Guenther, 1995; Miller, 1981!. For example,
Linville ~1980! reported rate-induced reorganization of the
various articulatory subsystems in terms of an increased lip
and a decreased jaw amplitude during fast~.4 Hz! as com-
pared to slow speech. Similar results were reported by Gay
et al. ~1974!. The present data do not corroborate these find-
ings. Although jaw displacement strongly depended on
vowel height during /p/V syllable repetitions in accordance
with previous studies~Gracco, 1994; Macchi, 1988; Tuller
and Kelso, 1984!, the effects of syllable rate were quite dif-
ferent. First, the lower lip component rather than the jaw
excursion was reduced during fast rate and, second, jaw
movement velocity showed proportional scaling with respect
to the induced rate variations whereas the dynamic charac-
teristics of the lower lip component did not change to a simi-
lar degree between the 3- and the 5-Hz conditions. In part,
this discrepancy might be due to subject variability across
studies and/or differences in stimulus material. For example,

FIG. 5. Slopes~left panels! and intercepts~Int.; right panels! of the linear
scaling of peak velocity and amplitude under the various conditions. Sym-
bols and bars represent means and standard deviations across subjects, re-
spectively. Abbreviations: op5opening; cl5closing.

FIG. 6. Rate-induced changes in the slope of peak velocity/amplitude scal-
ing: Linear slope of peak velocity/amplitude scaling at 5 Hz divided by the
respective slope at 3 Hz. The lower and the upper dotted lines refer to
theoretical values for rate-independent and rate-proportional scaling, respec-
tively. Symbols and vertical bars represent means and standard deviations
across subjects, respectively. Abbreviations: Const5constrictor component;
Comp5compound gesture.
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the phenomenon of vowel reduction during propositional
speech has turned out to be the result of complex interactions
between phonological specifications, phonetic context,
prosody, and speech rate~Fourakis, 1991; Rakerdet al.,
1980! rather than being a simple function of the time avail-
able to produce a vowel. Conceivably, rate-induced reduc-
tion of vowel gestures reflects higher-level processing during
natural speech, whereas in a simple syllable repetition task
the phonetic specification of vowels may be less rate sensi-
tive.

As concerns the dynamic properties of articulatory ges-
tures, stiffness has been considered an important control pa-
rameter with respect to the adjustment of speech rate~Kelso
et al., 1985!. Accordingly, the present study revealed the ra-
tio of peak velocity and amplitude to be, on average, higher
in fast as compared to slow syllable rate. Some studies in-
vestigated compound jaw/lower lip or jaw/tongue gestures in
order to derive the dynamic characteristics of articulatory
movements in terms of peak velocity/amplitude scaling. The
present study also found the velocity of compound trajecto-
ries to strongly depend on movement amplitude. Consider-
ing, however, both average patterns across subjects as well
as particular strategies of individual speakers, the single-
component data were more compatible with a linear nonin-
tercept model than the compound gestures, whereas the latter
seemed to represent the additive result of two more or less
functionally independent subsystems. Thus, in accordance
with previous studies reporting large variability of rate-
induced alterations of articulatory dynamics~e.g., Sonoda,
1987!, the present data suggest that control of speech rate
comprises differential reparametrization of single subsystems
rather than adaptation of a global scaling parameter.

Negative covariation between lip and jaw displacement
has been suggested as a relevant aspect of motor equiva-
lence, although experimental results are quite inconsistent
across studies in this regard~Gracco and Abbs, 1986;
Hughes and Abbs, 1976; Smith and McLean-Muse, 1987;
Folkins and Brown, 1987!. As concerns covariation among
subsystems in general, the most important factor to be con-
sidered is the nature of the source of variability underlying
the data. For example, if a speaker varies on a global dimen-
sion such as the hyper–hypoarticulation scale, two sub-
systems may exhibit positive covariation~DeJong, 1997!. In
contrast, if the source of variability is a kind of perturbation
or imprecision within a single subsystem, the other might
show a compensatory behavior, giving rise to negative cova-
riation. For example, lip adjustments to jaw inaccuracy have
been assumed to underly negative lip–jaw covariation
~Hughes and Abbs, 1976; Gracco and Abbs, 1986!. The
present study yielded a nonhomogeneous picture across sub-
jects and place of articulation, providing an argument against
rather than in favor of generalizations as put forward in
Hughes and Abbs~1976!. A previous investigation by Smith
and McLean-Muse~1987! measured lip/jaw correlations
across repetitions in 24 subjects under 12 different condi-
tions and obtained a wide range of—in most cases,
nonsignificant—positive as well as negative correlation co-
efficients. Regarding the distribution of correlation values,
the present results are in accordance with the latter study.

The lower percentage of significant cases reported there can
be explained by the small number of repetitions~only eight
or five! underlying the computed correlation coefficients.
The histogram of obtained correlation coefficients shown in
Smith and McLean-Muse~1987! gives the impression of a
bimodal distribution. Thus, although the average correlation
may not significantly differ from zero, this may be due to the
interaction of two competing mechanisms, one providing
complementarity and the other representing variability on an
external factor affecting both subsystems in the same direc-
tion.

In a broader sense, subject-specific strategies may also
be considered as an aspect of motor equivalence. Despite
considerable subject variability in compound amplitudes, the
present study showed negative rather than positive correla-
tions across subject variability, indicating individual differ-
ences with respect to the preferential use of the jaw and the
constrictors for the production of opening–closing gestures.
Considering jaw and constrictor amplitudes across variation
of an external control variable that modifies amplitude, cor-
relations are expected to be positive if the amplitude modi-
fication affects both subsystems in the same direction, nega-
tive if the subsystems are influenced differently, and zero if
the influence of the factor is weak or inconsistent across
subjects. Considering speech rate as the source of variability,
correlations in the present study did not significantly differ
from zero in spite of significant rate effects on amplitude,
indicating subject variability rather than consistency. With
respect to vowel category as a source of variability, in con-
trast, correlations were significant, but different in sign
across places of articulation: in bilabial gestures jaw–lower
lip correlations were negative, indicating vowel-induced re-
organization. In contrast, apical gestures yielded positive
jaw–tongue tip correlations indicating a common, vowel-
induced scaling factor, confirming Lindblom and Sundberg
~1971! that the jaw and the tongue represent a synergism for
the production of vowel height.

Three main conclusions can be derived from the present
results: First, the differential consideration of jaw and con-
strictor movements with respect to the effects of vowel
height and speech rate provides evidence that, at least to
some extent, the jaw is independently controlled from the
two constrictors lower lip and tongue tip. Second, rate-
induced modification of compound movement amplitudes af-
fects the various subsystems quite differently and, therefore,
cannot easily be understood as a general principle. Third,
various aspects of motor equivalence as assessed by partial
correlation analysis showed largely inconsistent patterns
across subjects and places of articulation.

1In addition, the test material included the syllables /ka/ and /ki/. However,
preliminary analyses revealed that principal component-based measurement
of movement amplitudes failed in these items because the main movement
direction did not always reflect the opening–closing dimension of the vocal
tract. Furthermore, a pilot experiment in our laboratory using magnetic
resonance imaging showed considerable vowel-induced variations in the
exact place of tongue dorsum articulation and, therefore, EMA data using
the same receiver placement for /ka/ and /ki/ items may not be valid with
respect to the amplitude of opening–closing movements.

2Various aspects of rate variation can be considered when addressing influ-
ences of speech tempo, for example, rate variability across subjects, acci-
dental variations within subjects, or evoked rate modifications in terms of
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either verbal instructions such as ‘‘conversational,’’ ‘‘fast,’’ and ‘‘slow’’ or
subjective scaling methods~see Adamset al., 1993!. Furthermore, an ex-
ternal pacing rhythm may be provided. Whereas conversational speech rate
may be a reliable reference with respect to sentence utterances, previous
experiences in our laboratory showed that ‘‘convenient’’ diadochokinetic
syllable repetition rates sometimes are chosen quite arbitrarily. Some sub-
jects may perform relatively fast, whereas others produce less than two
syllables per second, which is considerably below their spontaneous speech
rate. For diadochokinetic tasks, thus, external pacing is an easy and more
reliable method of controlling syllable rate. With respect to articulatory
dynamics as well as cycle-to-cycle regularity, no principal differences have
been observed between self-selected and externally paced rates~Acker-
mannet al., 1997; Konczaket al., 1997!. For the purpose of the present
study, therefore, syllable repetition rate was induced by presentation of
synthetic syllables over headphones.

3Various coordinate systems have been established for the assessment of
articulatory kinematics. Commonly, the occlusal plane has been used as a
reference~Westbury, 1994!, but some studies considered the Frankfurt
horizontal~Muller and Abbs, 1979! or a maxillay reference defined by the
bridge of the nose and the upper incisors~Perkellet al., 1992!. For the sake
of the present study, the essential demand was a set of one-dimensional
time histories that optimally represent the opening-closing direction. Pre-
liminary inspection of the kinematic data revealed that during stop
consonant–vowel syllables the three coils~i.e., jaw, lower lip, and tongue
tip! move approximately along a straight line, but that the exact direction of
these movements may vary across speakers, articulators, and conditions. In
some cases, all three trajectories were fairly parallel, whereas in others they
differed somewhat with respect to movement direction. These differences
may be due to either anatomical or behavioral differences between subjects.
Instead of defining an invariant, anatomically defined dimension as the
opening–closing direction, therefore, the opening–closing direction of the
diadochokinetic movements was derived from the trajectories themselves.
Similar approaches have been adopted in earlier studies~Adams et al.,
1993!. In this way, the movement amplitudes of jaw and compound jaw-
constrictor trajectories can easily be measured without an external reference
system.

4For the assessment of the differential contribution of the constrictors to the
compound lower lip and tongue tip movement amplitudes, a subtraction
method had to be established. Ideally, a jaw-based coordinate system might
be used to assess this aspect of motion. Since the jaw performs a combi-
nation of translational and rotational movements, two sensors fixed to the
jaw in a reasonable distance from each other within the midsagittal plane
would be required to represent this reference system, a condition which
seems rather impossible within the framework of the EMA technique. Fur-
thermore, computation of constrictor trajectories relative to the jaw would
be considerably contaminated by random measurement noise since they had
to be derived by mathematical operations on measured data from three
sensor coils. In order to avoid these difficulties, a different approach was
considered. Preliminary inspection of the raw data showed that during
/tatata/ articulation, where the lower lip is supposed to be inactive, lower lip
movements as well as their cycle-to-cycle variability in amplitude were
very similar to jaw excursions. Similarly, in /papapa/ articulation the size of
jaw movements appeared to be mirrored by the tongue tip trajectory. As a
crude approximation, therefore, simple subtraction of the jaw amplitude
from the compound amplitudes~derived from the respective principal com-
ponent trajectories! represents a measure of the constrictors’ differential
contribution to the compound gestures. Admittedly, this method looks like
an oversimplification of the actual complex biomechanical processes, but
any attempt to measure the differential constrictor contribution more ex-
actly, first, is much more effortful and, second, raises further problems of
handling unknown variability, for example, with respect to the kind of
biomechanical coupling between the bony structure and the fleshpoints of
the measured trajectories. It should be emphasized, however, that the
method adopted by the present study was applied to very simple sequences
of opening–closing movements and that it is not recommended for the
analysis of more complex speech utterances including front–back coarticu-
latory movements, lip rounding, or complex patterns of interarticulatory
phasing.

5Previous studies indicate that peak velocity, by itself, does not represent a
feasible parameter of functionally relevant variability of articulatory move-
ments. For example, this measure rather depends on accidental variation of
movement amplitude than on speech rate~Keller, 1987!. Considering its
relation to movement amplitude, however, peak velocity is a parameter that
may contribute to our understanding of articulatory dynamics. Various

methods have been introduced in order to assess the scaling of peak veloc-
ity and amplitude. While some authors relied on the peak velocity/
amplitude quotient~Ostry and Munhall, 1985! as a measure of articulatory
‘‘stiffness,’’ others used more elaborated methods of regression analysis
including an intercept term~Kelso et al., 1985!. The former procedure
allows for the calculation of articulatory measures on the basis of individual
utterances. In contrast, a regression model provides meaningful results only
if a relatively large number of gestures, representing a homogeneous pool
with respect to dynamic specification, is available. In particular, regression
functions require sufficient variability on the amplitude axis. If a subject
keeps movement amplitude constant across repetitions under a given sub-
condition, no regression function of peak velocity/amplitude scaling can be
computed. One possibility of providing amplitude variation in opening–
closing direction is variation of vowel height. A previous study has shown
that, as a rule, linear scaling with respect to compound lower lip and jaw
gestures is performed across different vowel categories~Hertrich and Ack-
ermann, 1997b!. Therefore, a similar approach was used in the present
study. Since, however, vowel effects with respect to the differential use of
the jaw and the constrictors may interfere with actual velocity/amplitude
scaling, an additional analysis was performed using the simple peak
velocity/amplitude quotient as a parameter of stiffness in order to particu-
larly assess these vowel effects.

6When principal component analysis is performed on a variety of anthropo-
metric variables, as a rule, the first principal component, accounting for a
considerable amount of variance, represents a general size factor that is
loaded with positive sign by all measures~Livshits et al., 1995!.
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Piano hammers and their force compression characteristics:
Does a power law make sense?
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We have studied the force characteristics of a collection of piano hammers, through studies of the acceleration of the
hammer head, the force due to the compression of the hammer felt,Fh , and the associated bending of the hammer
shank which occurs when a hammer strikes a rigid object. By integration of the acceleration one can estimate the
compression of the felt, and thus obtain a force-compressionFh(z) relationship; our results for this function are
compared with previous experiments and theoretical models. Close examination of our findings suggests that bending
of the hammer shank, and also the time required for the force to be transmitted from the outer edge of the hammer to
its core, play significant roles in the hammer dynamics. The data are used to estimate the quantitative impact of these
effects on the derivedFh(z) relation. The implications for physical modeling of a piano tone are briefly discussed.
© 2000 Acoustical Society of America.@S0001-4966~00!03304-X#
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INTRODUCTION

While piano hammers are essentially ‘‘just’’ felt covered
wooden mallets, their design is the result of several centuries
of evolution.1 The manner in which the blow from such a
hammer excites a piano string depends in large part on the
force-compression characteristic of the hammer,Fh(z). Here
Fh is the force that the hammer exerts on a string when the
hammer felt is compressed an amountz by virtue of its in-
teraction with the string. Felt is a complicated material, and
there is no ‘‘first principles’’ form forFh(z). It is tempting
to assume thatFh(z) has either a Hooke’s law form,Fh

;z, or that it is described by the Hertz result for an interac-
tion involving a deformable elastic object,Fh;z3/2.2 How-
ever, much experimental work has shown that neither of
these functional forms provides a reasonable description of
real hammers.

Piano hammers have been the subject of a large number
of experimental studies~see, e.g., Refs. 1, 3–16!. Over the
past several decades, many workers have asserted, shown, or
assumed~or some combination of the three! that Fh follows
a power law form

Fh5Kzp. ~1!

Experiments have demonstrated that this functional form
with an exponentp in the range 2.5–4 provides a much bet-
ter description of real hammers than either the Hooke’s law
(p51) or Hertz (p53/2) forms.1,7–10,12–14,16The fact that
the observed values ofp are substantially larger than the
Hooke and Hertz values is attributed to the way hammers are
constructed.1 The felt is applied in layers, with the innermost
layers being stiffer than the outer ones. The common wisdom
is that this makes the hammer effectively stiffer as the defor-
mation is increased, thereby increasing the value ofp.

Given that piano hammers have been much studied, one
might wonder why a reader should welcome~or suffer
through! another paper on the subject. The work described
below was motivated by our ongoing efforts to construct a
physical model of the piano. One goal of this project to apply

Newton’s laws to the hammers, strings, soundboard, etc., and
proceed to calculate the sound produced by the instrument.
In our initial modeling work17 we treated the hammers using
the power law form~1! with parametersK andp taken from
the literature. However, certain aspects of the calculated
tones led us to suspect that the hammer force characteristics
were to blame for unsatisfactory results, especially for notes
in the octaves above middle C. We therefore decided to con-
duct our own studies of the parametersK andp.

We had expected the measurements to be straightfor-
ward. Following previous workers, we attached an acceler-
ometer to the hammer head and arranged for the hammer to
strike a stationary force sensor. The results for the force and
acceleration as functions of time were then used to obtain the
force-compression relation, again following the analysis em-
ployed by previous workers~see, e.g., Refs. 11, 12!. How-
ever, we found that the estimation ofFh(z) from such mea-
surements did not yield a simple power law; the results were
in fact much more complicated. The purpose of this paper is
to describe these complications in some detail, and suggest
explanations. Similar complications have been observed in
some previous experimental work, so our observations and
conclusions should not be limited to the particular hammers
that we have studied.

Our results suggest that bending of the hammer shank,
and also the time delay associated with the propagation of
compressional waves through the hammer felt, can both play
significant roles in the force characteristic of a piano ham-
mer. We will argue that a complete description of this char-
acteristic requires more that a single hammer degree of free-
dom; knowledge of the felt compressionz alone is not
enough to calculate, characterize, or understand the dynam-
ics of a piano hammer. Such a conclusion is not new, and
many aspects of our results have been anticipated by previ-
ous workers~as we will reference in detail below!. However,
our analysis seems to be the first~as far as we know! to relate
these internal degrees of freedom of the hammer to the ham-
mer force characteristics in a quantitative way.

2248 2248J. Acoust. Soc. Am. 107 (4), April 2000 0001-4966/2000/107(4)/2248/8/$17.00 © 2000 Acoustical Society of America



Where then does this leave the power law form forFh?
In a sense, we will come full circle at the end of this paper.
While most of the paper will be concerned with deviations
from, and shortcomings in, the simple power law form for
Fh(z), we will also show that for soft~pianissimo! hammer
blows, deviations from a power law form are small, at least
for some hammers. These deviations become larger for
harder~forte! blows, but even then they are only of order
10% for the particular set of hammers that we have studied
in the most detail. For such hammers, modeling with a power
law many indeed be a reasonable approach, and lead to ac-
ceptable results. However, we have also encountered ham-
mers ~as have others in the literature! for which the devia-
tions from a power law force characteristic are much larger.
Realistic modeling of their behavior will be more compli-
cated, but should still be feasible.

I. BACKGROUND

While the power law form~1! for the hammer force
function has been widely used, examination of the literature
shows that much of the experimental information onFh is
somewhat indirect. The experiments often involve quantities
which can be derived fromFh(z), such as the string velocity
spectrum,8–10,13the hammer-string contact time,13 or the re-
sidual shock spectrum.16 Experimental results for such quan-
tities are then compared to expectations based on the power
law form ~1!, and the values of parameters such asp or K can
then be deduced. While this approach has yielded much
valuable information, it is clearly desirable to observe the
functional form ofFh directly. This has been done in a num-
ber of cases, and it turns out that several careful measure-
ments donot compare well with a power law. In some early
work involving direct force and acceleration measurements,
and also high speed photography, Yanagisawa and
Nakamura3,4,6 ~see also the discussion of this work in Ref.
14! observed very large hysteresis ofFh(z), with the force
during decompression lying well below the value on com-
pression. They attributed this, at least in part, to the finite
response time of the felt; i.e., it takes some time for the felt
to actually decompress. Boutillon12 also found thatFh is a
hysteretic function ofz, and showed that the compression
and decompression branches can be described by power laws
with different exponents. On the theoretical side, Stulov18

has proposed a very general approach to parameterizing this
hysteresis. Hence, the experimental evidence supporting a
simple power law~1! is fairly slim. Of course, one might
argue that a power law captures the essential physics and is
thus a good starting point. On the other hand, the measured
deviations from a power law are often quite substantial and
the meaning of the term ‘‘essential physics’’ is a bit slippery.

Our experiments are similar in spirit to some previous
work, especially that of Yanagisawa and co-workers,3,4,14

Boutillon,12 and Suzuki,5,7,11 but there are several important
differences. First, in addition to measurements of the ham-
mer acceleration and the hammer force, we have recorded
simultaneous measurements of the strain associated with the
bending of the hammer shank. Second, we have striven for
very precise time resolution, approaching 431025 s. Third,
we present results for a number of hammers from the same

piano; this is of particular value for modeling studies such as
our own ~see also Refs. 19, 20!. Most importantly, we sug-
gest a simple way to smoothly interpolate so as to obtain
consistent values of the hammer parameters for all notes, a
problem which has not been addressed~at least not ad-
equately! until now.

We should hasten to add that many of our results or
interpretations have been observed or touched on by previ-
ous workers~as we will note below!. However, given the
great importance of the hammer force characteristic to mod-
eling work, it seems worthwhile to collect these observations
in one place so that they can be placed quantitatively in the
context of the corresponding experimental measurements.

II. EXPERIMENTAL PROCEDURE

The experiments employed a grand piano action ob-
tained from Kimball, along with hammers and hammer
shanks graciously supplied by a local piano technician. A
piezoelectric accelerometer~PCB Piezotronics model
350A12, mass 4.2 g! was mounted on the wooden core of the
hammer head, allowing the measurement of the acceleration
of this part of the hammer; we will sometimes refer to this as
simply ‘‘the’’ hammer acceleration,ah , with the understand-
ing that the acceleration of the felt surface of the hammer
may in fact be different. Note that this accelerometer model
is designed for ‘‘shock’’ measurements, and can thus easily
handle the large acceleration values which are encountered,
while maintaining a bandwidth of 20 kHz~according to the
manufacturer’s specifications!. Tests with different mounting
schemes, ranging from wax to epoxy, convinced us that the
mounting method did not limit this bandwidth. A piezoelec-
tric force sensor~PCB Piezotronics model 209C01; specified
bandwidth 70 kHz! was mounted rigidly on a heavy alumi-
num block and supporting structure, so that it was impacted
by the hammer. A brass edge~a narrow strip 1.0 mm wide!
was attached to the face of the force sensor, so that the im-
pact with the hammer occurred over an area similar to that of
a real string. The bending of the hammer shank was mea-
sured using a strain gauge~Omega type KFG-10-120-C1;
specified bandwidth greater than 100 kHz, length 1 cm!
which was glued to the center of the shank. The strain gauge
thus measured the fractional elongation over the central 1 cm
of the shank. The shanks were typically 12.5 cm long, as
measured from the hinge to the central axis of the hammer
head.

The accelerationah , the forceFh , and the strain of the
shankS, were measured simultaneously as functions of time.
The bandwidth of the measuring electronics was 44 kHz,
which is higher than the bandwidth of the accelerometer
~which was the slowest of the sensors!. As noted above, the
specified accelerometer bandwidth was 20 kHz, so our time
resolution approached 531025 s.

Most of the hammers we have studied were from a set
from a Knabe piano. Other hammers gave similar results,
although our most complete results to date are for the Knabe
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set. All of the hammers were in like-new condition; they did
not contain grooves from repeated string impacts, or any
other discernible wear.

III. RESULTS

A. Fh„z… for small hammer velocities

Figure 1 shows results for the hammer acceleration@the
solid curve in part~a!# and the force@the solid curve in part
~b!# as functions of time for a ‘‘soft’’ blow with a bass ham-
mer; this blow would correspond to a note at a level ofp or
mp. In our notation, note 1 is the lowest bass note of the
piano, so hammer 16 corresponds to the note two octaves
below middle C. The zero on the time axis is arbitrary, but is
the same in these two plots; the hammer made initial contact
with the force sensor just prior tot50 in the figure. It is
observed thatah and Fh have very similar shapes. This is
seen from the dotted curve in Fig. 1~a! ~which is barely dis-
tinguishable from the solid curve!, which shows a plot of the
force data from~b! normalized by a constant. That is, the
dotted curve is a plot ofFh /mh , where mh is a constant
which we will soon identify as the hammer mass~actually, it
will be the effective mass of the hammer plus the mass of the
accelerometer!. The fact thatah ~the solid curve! andFh /mh

~the dotted curve! are virtually identical is just a confirmation
of Newton’s second law, and allows us to surmise thatmh is
the effective mass of the hammer. We use the term ‘‘effec-
tive’’ mass as we would expectmh to deviate from the actual
mass of the shank plus hammer~plus accelerometer! since
the hammer is not a free mass~i.e., the hammer head moves
in a circular arc, etc.!. We should mention that different mea-
surements with a given hammer yielded values ofmh which
varied by no more than the experimental error~,62%!, re-
gardless of how hard the key was pressed. It is also worth
noting that the results in Fig. 1 provide at least a qualitative
check on the actual measurement bandwidth. The fact that
the acceleration and force signals are in such good corre-
spondence, even though the sensors themselves have differ-
ent inherent response times, and were mounted in completely
different ways, implies that any time lags due to finite band-
width are less than;0.05 ms, which is the value estimated in
Sec. II.

Following previous workers~e.g., Refs. 7 and 12!, the
results in Fig. 1 can be used to infer the force compression

function. Integrating the acceleration once yields the velocity
of the hammer head,v(t). The constant of integration can be
determined from the observation thatv50 when the hammer
is most highly compressed, at which time the force and ac-
celeration should be at their maximum values. The compres-
sion of the felt,z, can then be obtained by integratingv(t).
The constant of integration in this case is determined from
the fact thatz is zero when the hammer makes first contact
with the force sensor. The time at which this occurs can be
found by careful inspection ofFh(t).

There are, of course, uncertainties in the determination
of the timetmax at whichah is a maximum, and in the time of
first contacttcontact, and these will lead to uncertainties in the
final results forz(t). To assess the effects of these uncertain-
ties, we have analyzed the data in Fig. 1~and all of our other
data sets as well! using different values fortmax and tcontact.
We have found that any reasonable choices for these times
yield essentially the same results forFh(z). That is, all rea-
sonable choices fortmax and tcontact lead to the same basic
functional form for Fh(z), and the same final conclusions
below.

The solid lines in Fig. 2 show the results forFh(z) ob-
tained from the data in Fig. 1. There are two branches, cor-
responding to compression and then decompression of the
felt, and they differ by approximately 10%. Enclosed by
these two branches is the straight dashed line, which shows a
power law from for comparison. While the deviations from a
power law are here certainly noticeable, they are much
smaller than was observed for the hammers studied and dis-
cussed in Refs. 12, 14, 3, 4, 6; their hammers exhibited much
greater hysteresis, with a factor of 2~or larger! difference
between the two branches.

The physical origin for this hysteresis, and why it can
vary so much from hammer to hammer, will be discussed in
the next section, where we consider data for a much harder
hammer blow. While our results for this soft blow can be
described fairly well by a power law, we should note that
there are several assumptions implicit in our analysis. First,
we have assumed that the only force on the hammer is due to
the felt compression. While gravity is certainly present, it is
too small to have an effect on the scale important here. How-
ever, there will also be a force due to the flexing of the

FIG. 1. The solid curves show~a! the hammer acceleration and~b! the
hammer force as functions of time for Knabe hammer 16 for a soft blow.
The hammer velocity just prior to impact was 0.6 m/s as determined by
integration of the acceleration data~as described in the text!. The dotted
curve in~a! showsFh /mh , wheremh is a constant which we infer to be the
hammer mass~see text for discussion!. FIG. 2. Results forFh(z) for Knabe hammer 16, derived from the accelera-

tion and force measurements in Figs. 1~solid curve! and 3~dotted curve!.
The dashed line shows a power law form Eq.~1!.
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hammer shank; we will estimate the magnitude of this force
from the strain measurements presented below. Second, there
is the assumption that the displacement of the hammer core
~where the accelerometer was mounted! is equal to the dis-
placement of the surface of the hammer, i.e., the compres-
sion of the felt. We will argue below that the impact at the
edge of the hammer can, in some cases, take a significant
time to propagate to the core, leading to a difference between
the value ofz derived above and the true compression of the
surface of the felt. This effect is very small in Fig. 1, but we
will soon see cases in which it is quite significant.

B. Behavior for hard blows: Bending of the hammer
shank

One message from the previous section is that under
some conditions, i.e., for a soft blow with this particular
Knabe hammer, the force compression relation can be de-
scribed approximately by a power law, with hysteresis at the
;10% level. However, this relatively simple behavior did
not persist to more forceful hammer blows. The dotted lines
in Fig. 2 show results obtained for a hard blow with the same
hammer.Fh(z) again consists of two branches, correspond-
ing to increasing and decreasingz. While the compression
branch is not far from the power law~the dashed line! ob-
served for the soft blow, the decompression branch lies much
higher, and one might worry thatFh does not approach zero
force asz→0.

The behavior seen in Fig. 2 was observed consistently
for all of our hammers, with the difference between the up-
per and lower branches growing as the blows were made
harder. This difference at small force levels is perhaps exag-
gerated by the logarithmic scales used here, but is well out-
side any experimental uncertainties. In terms of the maxi-
mum force during the entire blow, the difference between the
two branches was still of order 10%–20% for the hardest
blows, for which the hammer velocities just prior to impact
were 1.5–2 m/s~such velocities correspond tof or ff
levels15,19,20!. Nevertheless, the behavior was quite system-
atic and striking, so it is interesting to consider its cause,
especially since it is hard to see how this behavior can be
accommodated by a singleFh(z) function.

Acceleration and force data for the hard blow are shown
in Fig. 3. In order to compare them in detail, we have nor-
malized Fh(t) by the value of the hammer mass obtained
from the soft blow data. It is seen thatah(t) and Fh(t)/mh

coincide fairly well, especially near their peaks, from which
we conclude that the effective hammer massmh is indeed the
same in the two cases~to within the experimental error of a
few percent!. However, careful examination of these data
shows that at the longer times (t.1.0 ms), Fh /mh for the
hard blow is slightly, but consistently, larger thanah . This
leads directly to the larger value ofFh found on the decom-
pression branch in Fig. 2. It is striking that such a small
difference inFh(t) can make such a significant difference in
the force-compression characteristic, and shows that effects
which seem small on the scale of the maximum force or
acceleration can have a substantial effect on the final derived
Fh(z).

We believe that the effect responsible for this behavior
is flexing of the hammer shank. As mentioned above, our
analysis assumes that the only force on the hammer is due to
the compression of the felt. There will clearly be an addi-
tional force due to the flexing of the hammer shank. This has
been noted by several workers, and the vibrational modes of
the shank have been observed and modeled by Askenfelt and
Jansson.15 However, so far as we know, a quantitative esti-
mate of the magnitude of this flexural force has not yet been
considered in the literature. To make such an estimate, we
show some typical results for the shank strain in Fig. 4.
These data, which correspond to the hard blow in Figs. 2 and
3, are shown on several time scales. In Fig. 4~a! the key was
pressed at point A; before that time the shank strain was zero
~only the instrumental noise was present before point A!.
After the keypress, the strain became positive, with the shank
assuming the shape shown qualitatively in Fig. 4~d!. Com-
paring with the work of Askenfelt and Jansson,21 the sharp
change in slope of the strain at point B signals when the

FIG. 3. Hammer acceleration~solid curve! and Fh /mh ~dotted curve! for
Knabe hammer 16 for a hard blow. The hammer velocity just prior to impact
was 1.0 m/s.

FIG. 4. Strain of the hammer shank measured for the hard blow of Fig. 3.
The data are shown on different, successively magnified, time scales, and
the letters label features discussed in the text. This labeling is consistent
from figure to figure; i.e., point B in part~a! is the same as point B in~b!. ~d!
shows qualitatively the shank deformation when the strain is positive.
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roller lost contact with the jack. An expanded view of this
region is shown in Fig. 4~b!. Comparison with force-time
data taken simultaneously~not shown here! showed that ini-
tial contact between the hammer and the force sensor was
then made at point D. The oscillations at the end of this
figure, and in region C in part~a!, are shank oscillations
which occurred after the hammer was caught by the back-
check. In part~c! of the figure we show a more expanded
view. Point D is again when the hammer first contacted the
force sensor. The hammer force attained its maximum value
at point E, which is significantly earlier than the time of
maximum strain. Contact with the force sensor ended at
point F.

Let us now consider the strain results quantitatively, and
estimate the force due to shank flexing. The strainS
[DL/L is seen to take on maximal values of'20.9
31024 just before contact, and'11.131024 during con-
tact. This is the strain at the middle of the shank; in order to
estimate the associated force on the hammer head, we need
to make some assumption about the shank profile. We will
assume a deformation of the form

y5A sin~px/ l !, ~2!

where l is the length of the shank. This form is consistent
with the modeling of Askenfelt and Jansson15 ~in particular,
with their displacement profiles for the shank modes in the
neighborhood of a few hundred Hz to 1 kHz!, with the
proper boundary conditions for a hammer hinged at one
end,22 and with common sense. We have found that other
reasonable assumed forms for the displacement function
would yield similar results for the magnitude of the force.

There are~at least! two ways to now estimate the impor-
tance of flexing on the force-compression characteristic. One
is to compute the force required to bend a stiff rod22

Fshank5ESK2
]3y

]x3
, ~3!

whereE is the Young’s modulus,S the cross-sectional area,
and the radius of gyrationK5r /2 for a cylindrical rod of
radiusr ~the shank cross-section is not quite circular, but it is
approximately so!. The strain is related to the shank profile
by22

S5r
]2y

]x2
. ~4!

With the shank radius of 3.0 mm, a measured strain ofS
'131024, and the shank length of 12.5 cm we find@by
using the profile Eq.~2! in Eq. ~4!# A'631025 m. With the
known Young’s modulus for maple~the wood used for the
shank! of 131010N/m2 ~Ref. 23! we can then use Eq.~3! to
obtain Fshank'1.1 N. This should be compared with the
maximum force due to the felt compression, which was ap-
proximately 45 N for this hammer blow. Comparing with the
results forFh(z) in Fig. 2, we see that the difference between
the two force-compression branches is indeed comparable to
Fshank, confirming the importance of shank bending.

Another way to estimate the importance of shank flexing
is to consider the deflection of the hammer head. For the

sinusoidal profile assumed above, the deflection of the ham-
mer head~from where it would have been if the shank were
straight! is pA50.18 mm in our case. This is again quite
comparable to the hysteresis when measured in terms ofz, as
seen for the hard blow in Fig. 2.

Our analysis shows that the~apparent! hysteresis ob-
served in the derivedFh(z) characteristic for hard blows can
be accounted for quantitatively by shank flexing. This also
means that, at the level of accuracy implicit in Fig. 2, a piano
hammer cannot be modeled using a force-compression char-
acteristic which is a function ofz alone. Modeling of the
hammer must also account for bending of the shank. This
will require at least one additional parameter~such as the
amplitudeA defined above! associated with the degrees of
freedom of the shank, but more parameters will likely be
necessary in order to properly account for the several shank
modes observed below 1 kHz.15

We have studied the behavior of several other hammer
shanks, and found similar results. However, we do not have
enough data to be able to comment on how the flexural prop-
erties vary across the keyboard range. Measurements of this
kind could presumably shed light on the importance of a
shank’s ‘‘tap tone’’ on sound production.15,1

C. Hysteretic behavior for large Fh and its physical
origin

In the previous section we presented evidence that flex-
ing of the hammer shank leads to an apparent hysteresis in
the derivedFh(z). One should not necessarily think of this
as hysteresis, since the irreversibility inFh(z) in Fig. 2 is a
result of our assumption that the only force on the hammer is
due to the compression of the felt. If the force due to flexing
of the shank were included in the analysis used to obtain
Fh(z), the force-compression relationship for the felt alone
might well be completely reversible.

In this section we will consider another source of hys-
teretic behavior in the force-compression relation, which we
will argue originates in the behavior of the felt. An example
of such hysteretic behavior is shown in Fig. 5. These data are
for a midrange hammer from an unknown piano, not the
Knabe instrument whose hammers were considered in the
previous sections. The hammer velocity just prior to impact
here was 2.9 m/s, corresponding to an approximatelyff blow.
For smallz, the decreasing branch of the force-compression
curve lies highest, an effect we again attribute to flexing of
the shank, just as found for our Knabe hammers~Fig. 2! and
discussed above. However, at largez the decreasing branch
now lies lowest; this sign for the hysteresis agrees with that
found previously,3,4,12,14and the magnitude of this hysteresis
is quite comparable to that reported by those workers.
Stulov18 has proposed a functional form for describing such
behavior. While one could view the theoretical modeling of
Stulov as simply a mathematical construct, and not worry
about the physics, we believe that it is worthwhile to try to
understand where such hysteresis at largeFh actually comes
from. Many previous discussions have assumed, or stated,
that hysteresis can arise from irreversible slippage of the fi-
bers of the felt, as they attempt to move past each other
during compression and decompression~see, for example,
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Ref. 16!. However, while this mechanism is certainly plau-
sible and undoubtedly occurs in some cases, we believe that
much of the hysteresis seen in Fig. 5~a! can be understood in
a different way.

Figure 5~c! shows the results for the acceleration and
Fh /mh in this case. It is seen that fromt50 up to t
;0.6 ms the two haveverysimilar shapes, but with a signifi-
cant offset with respect to time, with the force curve leading
the acceleration. We have observed this offset with a number
of hammers, including our Knabe set, although it was not
always as large as seen here. It seems quite natural to at-
tribute this offset to the time required for the force to propa-
gate from the outer edge of the hammer, which makes con-
tact with the force sensor, to the inner core of the hammer,
where the accelerometer is mounted. On impact this force is
presumably carried by a compressional~shock! wave which
propagates from the edge of the hammer to the inner core.
The time delay seen in Fig. 5~c! implies a wave speed of
'300 m/s, which seems like a very reasonable value for a
soft material such as felt. Since other workers have also used
accelerometers mounted in a similar place on the hammer,
we would expect this hysteresis mechanism to be operative
in many other experiments as well. Indeed, photographic
studies of the time required for the felt to decompress6 seem
to have observed this effect, and those authors have dis-
cussed a multiple spring-dashpot model of such behavior.

It is interesting to consider what the force-compression
relation would look like with the time delay removed. An
approximate way to accomplish this is toassumethat Fh is
precisely equal tomhah , so that the force and acceleration
are proportional to one another. We can then use the mea-
sured acceleration to also deduce the force~apart from a
constant factor! as a function of time. That is, we follow the
same approach as in our previous calculations ofFh(z), ex-
cept that the force is taken to be proportional toah(t). The

results are given in Fig. 5~b!; here we have plottedah(z) so
that we do not need to specify the value ofmh . It is seen that
there is now much less hysteresis, particularly at the largest
force levels, and the overall shape is quite different when the
compression is largest. We believe that this result implies
that a significant amount of the hysteresis commonly ob-
served in ‘‘measured’’Fh(z) characteristics is in fact due to
the time delay associated with force propagation within the
hammer. It is in our opinion less plausible to attribute such
behavior to slippage of the fibers of the felt, as it is difficult
to see why this would give rise to such similar shapes for
ah(t) andFh(t).

Besides suggesting a mechanism for the hysteretic be-
havior ofFh , our arguments imply that one might be able to
construct a hammer model which does not have any ‘‘intrin-
sic’’ hysteresis. However, such a model would have to in-
clude some degrees of freedom associated with the hammer
felt, so as to describe the propagation of the compressional
wave which carries the force from the edge of the felt to the
rest of the hammer; the model proposed by Yanagisawa and
Nakamura4 is one such possibility. While this seems to be a
tractable problem, for many purposes~including physical
modeling! it may be much more convenient to use a hammer
model which ignores these degrees of freedom, such as the
framework developed by Stulov.

D. Force law parameters

One message which could be drawn from the results
given above is that piano hammers are complicated objects.
A description ofFh ~at the level of precision attained in our
experiments! in terms of just a single parameter, i.e., the felt
compressionz, does not seem possible. This also suggests
that accurate modeling of hammer dynamics will be much
more involved than commonly assumed. However, returning
to Fig. 2, we note that for this soft hammer blow, the force-
compression curve displayed relatively little hysteresis from
either the shank bending or the felt time delay. Hence, at
least for some hammers, such as our Knabe set, and under
certain conditions~soft blows, i.e.,p or mp!, it may still
make sense to use a simple force function without hysteresis.
Moreover, since the data for the soft blow in Fig. 2 enclose
the dashed~power law! line, the form Eq.~1! should not be
discarded quite yet.

So, it still seems worth studying the tones calculated
using the power law force function Eq.~1!. In order to do
this, we need the power law force parametersK andp for a
complete set of hammers. We have therefore carried out
measurements like those in Figs. 1 and 2, for a number of
Knabe hammers. For soft blows, the data for each hammer
could be fit to a power law similar to the dashed line shown
in Fig. 2. The results are given in Table I. Hammer 6 corre-
sponds to the note nearly 3 octaves below middle C, while
hammer 66 is two octaves above middle C. The effective
hammer mass decreases systematically from bass to treble
~as expected!, with values in good accord with previous re-
sults in the literature.10,1 The exponent values lie in the range
p52.5– 3.3, which is also in good accord with previous
measurements. The most interesting results in Table I con-
cern the force constantK. There are actually very few results

FIG. 5. Results for~a! Fh(z), ~b! acceleration as a function ofz, and~c! ah

~solid curve! and Fh /mh ~dotted curve! as functions of time for a typical
hammer~not from the Knabe set!. The hammer velocity just prior to impact
was 2.9 m/s.
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given in the literature forK; moreover, when attempting to
compare with other workers, one must cope with large fluc-
tuations inK from hammer to hammer.

For our physical modeling project we require parameters
for all of the hammers. One approach would be to simply
perform these measurements forall 88 hammers from a par-
ticular piano. Alternatively, one could extrapolate/interpolate
the values ofp andK in Table I, and we will now consider
how this should be done. Since our exponent values vary
relative little from hammer to hammer, and the variations
which are observed do not appear to be systematic, we will
assume thatp is the same for all notes. It is often reported
thatp tends to increase as one goes from bass to treble,12,10,16

but the reported variations ofp seem to depend nearly as
much on the particular brand of hammers as on their position
on the keyboard. Hence, our results forp, and the assumption
that p is a constant for all hammers from bass to treble, are
probably consistent with previous work. For our particular
set of Knabe hammers, it would be reasonable to choosep
53.0 ~which is close to the average of the values in Table I!
for all notes. Our next problem is how to extrapolate/
interpolate the values ofK. Since the values ofK in Table I
fluctuate considerably, it is not initially obvious how to best
choose values ofK for the entire keyboard range.

A different way to view the variation of the hammer
parameters is as follows. Let us definez* to be the compres-
sion required to obtain a particular value of the force. We
should emphasize thatz* doesnot depend on assumptions
made concerningp, or on any fit to the data forFh(z); the
value of z* can be obtained directly from themeasured
Fh(z) ~assuming that the hysteresis is small!. Table I lists the
measured values ofz* for Fh510 N, and the results are
plotted in Fig. 6, where we see thatz* varies quite smoothly
from bass to treble. This indicates that the actualmagnitude
of the force for a given value ofz varies rather smoothly and
weakly from hammer to hammer. The large fluctuations in
the fitted values ofK are thus due to the variations inp. It is
easy to see that when fitting to the power law from Eq.~1! a
small change inp will be systematically coupled with a large
change inK. The smooth variation observed forz* can be
used to make a reliable estimate for the force constantK in
Eq. ~1! across the keyboard. That is, once estimates have
been made forp ~in the previous paragraph we proposed
using p53.0 for all of the hammers in our set!, one should
then chooseK to produce a smooth and rather small variation
of z* across the keyboard like that shown in Fig. 6. We have
employed this approach in our physical modeling work, and

the calculated tones with these values ofK and p are
encouraging.17 This is a very different variation ofK than
found from other tabulations of hammer properties. For ex-
ample, the values ofK andp given in Ref. 20 yield values of
z* which vary by a factor of;2.5 from bass to treble, which
is muchgreater than the'30% variation observed for our
Knabe hammers in Fig. 6.

IV. DISCUSSION

The objective of the present work was to obtain high
precision data for the properties of piano hammers. Our high
time resolution has enabled us to directly observe the flexing
of the hammer shank, and we have been able to quantita-
tively compare the magnitude of this flexural force with
other forces on the hammer. We have also shown that for
some hammers the time delay associated with shock propa-
gation through the felt can cause an apparent and sizable
hysteresis in the force-compression characteristics. Perhaps
most importantly, we have obtained systematic results for the
force law parameters for a collection of hammers. While our
parameter values are in most cases similar to those reported
by others, we find significant differences for the behavior of
K, especially in the treble.

Since a primary motivation of this work has been our
physical modeling project, it is appropriate to ask how much
effect, if any, shank flexing, theFh(z) hysteresis, etc., have
on the resulting piano sound. This is a topic which we are
now exploring, and hope to discuss at length in a future
paper. Results obtained using the power law force function
Eq. ~1! without any hysteresis are encouraging and will be
reported shortly, along with a discussion of the computa-
tional aspects of our modeling project.17
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TABLE I. Parameters measured for a set of Knabe hammers. The number-
ing scheme labels the lowest note as #1. The units forK are N/m1/p. z* is
the value of the compression at whichFh510 N.

Hammer mh ~g! p K z* ~mm!

6 15.3 3.2 2.531011 0.56
16 13.1 3.3 5.531011 0.56
34 10.9 3.1 1.731011 0.50
42 9.9 2.8 2.931010 0.42
50 9.6 3.3 1.331012 0.43
58 9.0 2.5 2.03109 0.48
66 7.3 3.1 2.931011 0.42

FIG. 6. Results forz* , the value of the compression at which the hammer
force is 10 N, for the Knabe hammers. The smooth curve is a guide to the
eye. Typical error bars are shown.
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Odontocete cetaceans have evolved a highly advanced system of active biosonar. It has been
hypothesized that other groups of marine animals, such as the pinnipeds, possess analogous sound
production, reception, and processing mechanisms that allow for underwater orientation using active
echolocation. Despite sporadic investigation over the past 30 years, the accumulated evidence in
favor of the pinniped echolocation hypothesis is unconvincing. We argue that an advanced
echolocation system is unlikely to have evolved in pinnipeds primarily because of constraints
imposed by the obligate amphibious functioning of the pinniped auditory system. As a result of
these constraints, pinnipeds have not developed highly acute, aquatic, high frequency sound
production or reception systems required for underwater echolocation. Instead, it appears that
pinnipeds have evolved enhanced visual, tactile, and passive listening skills. The evolutionary
refinement of alternative sensory systems allows pinnipeds to effectively forage, navigate, and avoid
predators under water despite the lack of active biosonar capabilities. ©2000 Acoustical Society
of America.@S0001-4966~00!01804-X#

PACS numbers: 43.80.Ka, 43.80.Lb@WA#

INTRODUCTION

The most recent review of dolphin echolocation~Au,
1993! clearly shows that these animals have evolved sophis-
ticated sonar systems to explore their environment. Echolo-
cation performance depends on the evolution of specialized
sound production, sound reception, and signal processing
mechanisms. Active biosonar has enhanced the ability of od-
ontocete cetaceans~dolphins and other toothed whales! to
exploit underwater foraging environments where the visual
sense is often of limited use. For this reason, echolocation
has periodically been hypothesized to occur in other marine
mammals, specifically the pinnipeds~seals, sea lions, and
walruses!.

Echolocation in bottlenose dolphins~Tursiops truncatus!
was convincingly demonstrated about 40 years ago in experi-
ments that required echolocating dolphins to perform ob-
stacle avoidance or object discrimination tasks~Schevill and
Lawrence, 1956; Kellogg 1958; Turner and Norris, 1966!.
To ensure that the dolphins were relying on biosonar and not
visual cues while performing these operations, the dolphins
completed the experimental tasks while swimming in murky
or dark waters or while wearing rubber suction cups over
their eyes~Schusterman, 1980!. These subjects were able to
orient in darkness by using a bistatic, active sonar system
employing high frequency sounds. This system is used by
many, if not all, odontocetes to detect and avoid obstacles
and pursue prey. High frequency biosonar is selectively ad-
vantageous because of the increased resolving power of a
system using signals with wavelengths smaller than the ob-

jects being targeted. This is especially important in water, in
which sound speed is greater than sound speed in air by a
factor of more than 4.

Like dolphins, pinnipeds forage at times in relatively
dark waters. This ecological similarity eventually led to the
proposition that most, if not all, pinnipeds had also evolved
specialized sound emissions and hearing abilities in order to
echolocate~Poulter, 1963!. Indeed, Poulter~1963, 1966,
1967! reported that he had experimentally demonstrated so-
phisticated echolocation in California sea lions~Zalophus
californianus! following observations and underwater re-
cordings of captive animals approaching food items under a
variety of conditions. Poulter~1967! additionally suggested
that other otariid pinnipeds including the Steller sea lion~Eu-
metopias jubatus! and the northern fur seal~Callorhinus
ursinus! used their normal in-air vocalizations for underwa-
ter echolocation signals. However, contrary to Poulter’s
~1963! observation that California sea lion underwater vocal-
izations ranged in frequency from 5 to 13 kHz while ap-
proaching fish in the dark, other investigators found that
most of these sounds were of low frequency~,4 kHz!, and
were associated with social interactions rather than foraging
activity ~Schevill et al., 1963; Schusterman, 1967!. System-
atic experimentation on the sonar ability of California sea
lions has consistently yielded negative results~Evans and
Haugen, 1963; Schusterman, 1967!.

Poulter~1967! also hypothesized that some of the pho-
cid seals, including bearded seals~Erignathus barbatus!,
Weddell seals~Leptonychotes weddellii!, and leopard seals
~Hydrurga leptonyx! had evolved highly specialized sonar
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systems. In contrast to the otariids, which vocalize under
water somewhat infrequently, most phocids routinely emit
underwater signals that are thought to be related primarily to
reproductive behavior. With few exceptions, these sounds
are low in frequency~see Richardsonet al., 1995, for a re-
view!. Renouf and Davis~1982! hypothesized that the pul-
satile sounds produced by harbor seals~Phoca vitulina! con-
stitute active biosonar signals; however, their interpretations
of a target discrimination experiment on this species were
challenged based on alternative explanations for the seal’s
performance~Wartzoket al., 1984!. Other experiments test-
ing for echolocation in phocids have been performed on gray
seals~Halichoerus grypus! in controlled obstacle avoidance,
maze learning, or target detection tasks. These experiments
yielded negative results~Oliver, 1978; Scronce and Ridg-
way, 1980!.

Despite the lack of supporting evidence, the pinniped
echolocation hypothesis maintains a foothold in popular
treatments of marine mammal acoustics, and has recently
been resurrected based on earlier underwater observations on
a single captive leopard seal that emitted high frequency sig-
nals while chasing fish under darkened conditions~Thomas
et al., 1983!. The descriptions of the signals, along with the
seal’s behavior, have been expanded and updated~Awbrey
et al., in press!. Awbrey et al. ~in press!, have joined Poulter
~1967! in suggesting that Antarctic pinnipeds, which inhabit
ice-covered areas and live in relative darkness during part of
the year, are the most likely pinniped species to have evolved
a specialized echolocation system, and that a variety of
acoustic signals are used by these species in contexts of for-
aging and navigation.

Echolocation, defined in an evolutionary sense, is a spe-
cialized adaptation and not a generalized skill that may be
used fortuitously when other sensory modalities are in some
way prevented from being used. Examples of opportunistic
echolocation include experimental evidence that blind and
sighted humans can be trained to detect, locate, and discrimi-
nate targets by listening for reflected echoes~Rice et al.,
1965!. In addition, rats are capable of using echoes from the
sounds of their own movements to facilitate navigation
through a maze~Riley and Rosenzweig, 1957!. However,
neither humans nor rats have evolved specialized mecha-
nisms to detect objects or navigate via echolocation, even
though such performance can emerge through experience
~Schusterman, 1981!. Indeed, the very notion that dolphins
and microchiropteran bats perform complex tasks using so-
phisticated active biosonar is diminished by an expanded
definition of echolocation that also includes the anomalous
performance of nonspecialized animals. In a general sense,
even though many, if not all, higher vertebrates can learn to
use echoes to gain information about their environment in a
crude or rudimentary fashion, most do not possess a special-
ized echolocation system@but see Tyack~1997! for a
counter-argument#.

In this paper, we consider the issue of whether some or
all species of pinnipeds possess specialized acoustical abili-
ties for underwater echolocation of the type shown by odon-
tocete cetaceans. We will argue that, unlike the aquatic dol-
phins, pinnipeds have not developed active biosonar; rather,

the amphibious lifestyle of pinnipeds has resulted in rela-
tively nonspecialized underwater hearing abilities. We pro-
pose that many pinniped species depend on sensory capabili-
ties other than active biosonar, including underwater hearing,
enhanced vision, and acute hydrodynamic reception to ex-
plore their environment, particularly while foraging.

I. EARS AND HEARING

The typical mammalian ear is adapted to hear in air. The
transition of certain vertebrates from water to land was ac-
companied by the evolution of the middle ear as an imped-
ance matching mechanism, allowing the originally water-
adapted ear to function in air. Impedance matching between
the environment and the inner ear is achieved primarily by
pressure amplification due to lever action and areal ratio
transformation by the middle ear ossicles. Low pressure/high
particle velocity sound waves in air are transformed into high
pressure/low particle velocity waves in the inner ear fluid.
The adaptive radiation of some mammalian lineages into the
water introduced a new air–water interface separating the
liquid environment and the air-filled middle ear. The middle
ear, instead of performing its normal pressure amplifying
function, would have suffered a severe loss of efficiency,
because nearly 100% of incident acoustic energy is reflected
at the air–water interface. In order to maintain auditory sen-
sitivity under water, secondarily aquatic vertebrates needed
to develop novel auditory adaptations; consequently, aquatic
ears evolved independently and to different degrees in at
least three lineages of marine mammals~carnivores, ceta-
ceans, and sirenians!. Organisms in only one of these groups
~the odontocete suborder of the cetacea! are known to use
echolocation. In roughly 60 million years of cetacean evolu-
tion, the outer and middle ears of odontocetes have become
dramatically modified to facilitate reception of waterborne
sound. The precise sound routes and sensory mechanisms
involved in sound detection have not been elucidated; how-
ever, it is commonly accepted that the dolphin ear has be-
come fully water-adapted in terms of best absolute sensitiv-
ity and differences between hearing in air and in water~see
Ketten, 1992, for a review of the cetacean ear!. The evolu-
tionary restructuring of the dolphin ear for underwater use
was possible in part because the cetacean lineage, in contrast
to the secondarily aquatic carnivore lineages, has evolved
entirely in water.

The first pinnipedlike animals appear in the fossil record
about 27–25 million years ago and the closest living rela-
tives to modern pinnipeds are other arctoid carnivores, most
likely the ursids and mustelids~Tedford, 1976!, and the an-
cestral pinniped ear was probably similar to that of a gener-
alized carnivore. Indeed, apart from the presence of a layer
of distensible vascularized tissue, the pinniped middle ear
possesses few characteristics that cannot be found in certain
other terrestrial mammals~Repenning, 1972!. In contrast to
cetaceans, pinnipeds spend a significant portion of their lives
on land, and must attend to airborne as well as underwater
sounds. Unlike the dolphin ear, the pinniped ear appears to
have been constrained during its evolution by the necessity
of functioning in two acoustically dissimilar media.
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Early interpretations of amphibious functioning indi-
cated that the seal ear was intermediate between a water
adapted and an air adapted ear, given that a fully water-
adapted ear would suffer a 30-dB loss in sensitivity in air and
vice versa~Mo”hl, 1968!. Later audiometric studies showed
that, in general, the phocids appeared to be semi- or fully
water adapted while the otariids, though able to hear with
greater sensitivity under water than in air, did so with less
facility than the phocids@see reviews by Schusterman~1981!
and Richardsonet al. ~1995!#. In terms of the detection of
acoustic energy, all pinnipeds tested thus far hear better in
water than in air. However, in terms of acoustic pressure
detection, the otariids appear to be primarily adapted to hear
in air, while the phocids are generally adapted for amphibi-
ous hearing~Kastak and Schusterman, 1998!. This trend
holds for all phocids thus far studied except the deep-diving
northern elephant seal, which detects acoustic pressure better
under water than in air~Kastak and Schusterman, 1999!. In
Fig. 1, we demonstrate that the northern elephant seal shows
differences in aerial and underwater sensitivity paralleling
those of the bottlenose dolphin, implying aquatic specializa-
tion. The figure also shows that when pairwise comparisons
of air–water sensitivity are made between pinnipeds, there
are significant differences between phocids and otariids, and
between the elephant seal and all other pinnipeds whose
hearing has been tested both in air and under water. The
patterns of air and water hearing sensitivity appear to corre-
spond to the patterns of the life history of three pinniped
assemblages: the otariids, the generalized phocids~Phoca
spp.!, and the northern elephant seal, a specialized phocid
~Kastak and Schusterman, 1998, 1999!. Except for the el-

ephant seal, the pinnipeds have retained good airborne hear-
ing sensitivity, and the necessity to hear well in air has con-
strained the development of the exceptional underwater
sensitivity necessary for refined echolocation. However,
even the elephant seal~in contrast to the dolphin! must detect
conspecific signals in air in contexts related to social behav-
ior and pup attendance~Kastak and Schusterman, 1999!.

The refinement in the pinnipeds of sensory mechanisms
other than echolocation for underwater orientation was due
in part to selection pressures for maintaining auditory sensi-
tivity in air, but also to phylogenetic constraints of the basic
carnivore ear structure. These constraints are illustrated by a
comparison between the aerial hearing sensitivity of the gen-
eralist pinnipeds and terrestrial carnivores. These taxa are
similar in terms of best sensitivity~no more than 10–20 dB
difference between pinnipeds and most nonfeline carnivores
tested! and in terms of upper frequency limit~no more than
10–15 kHz difference between pinnipeds and most nonfeline
carnivores; Fay, 1988!. Differences in best sensitivity can be
accounted for by the structure of the pinniped external me-
atus, which acts as a valve to keep water from entering the
ear upon submersion. Differences in upper frequency limit of
pinnipeds and fissipeds may be related to differences in body
size ~Rosowski, 1994!. The conservation of the basic carni-
vore ear is evident not only in anatomy~Repenning, 1972!
but in aerial function as well~e.g., Moore and Schusterman,
1987!. Based on these factors, it is likely that both phyloge-
netic constraints and selective pressures acting to maintain
airborne sensitivity precluded the development of very acute
high frequency sensitivity necessary for efficient echoloca-
tion in the aquatic environment. The pinniped ear has instead
evolved through natural selection to function amphibiously,
perhaps at the cost of the evolution of an active biosonar
system.

II. PASSIVE BIOSONAR

Laboratory experiments have shown that both phocid
and otariid pinnipeds can localize underwater signals of low
and intermediate frequencies up to about 16 kHz~reviewed
by Schusterman, 1981! and therefore, by listening, may ob-
tain a wealth of biologically significant information from
their underwater environment. In addition to determining the
location and status of conspecifics, certain pinnipeds may
acoustically detect and localize predators such as sharks and
killer whales. Sharks produce no communicative acoustic
signals, but incidental sounds associated with their swim-
ming or feeding may alert nearby pinnipeds. Killer whales
do emit social and echolocation signals and there is some
evidence suggestive of the ability of pinnipeds to detect
them. A population of mammal-hunting killer whales in the
north Pacific echolocate with fewer, more irregularly spaced
clicks compared to another population that forages on fish
~Barrett-Lennardet al., 1996!. These killer whale echoloca-
tion clicks have significant energy from 4 to 18 kHz, a span
that falls within the most sensitive hearing range of most
pinnipeds but is above the upper frequency hearing limit of
most fish species~Popper and Fay, 1993!. These observa-
tions are augmented by a report that killer whales in the

FIG. 1. Differences~in dB! between in-air and underwater sound pressure
and intensity detection thresholds for five pinnipeds and one cetacean. Posi-
tive values indicate lower thresholds in water; negative values indicate
lower thresholds in air. Species plotted are otariids:~1! northern fur seal,~2!
California sea lion; generalized phocids:~3! harbor seal,~4! harp seal; and
aquatic specialists,~5! northern elephant seal,~6! bottlenose dolphin. Statis-
tically significant differences occur between all groupings: otariids and gen-
eralized phocids; otariids and water specialists; and generalized phocids and
water specialists. Data summarized from Kastak and Schusterman~1998,
1999! and Richardsonet al. ~1995!.
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Indian Ocean are also acoustically cryptic when preying on
southern elephant seals and king penguins~Guinet, 1992!. In
a captive setting, Schusterman and Kastak~1996! found that
a northern elephant seal failed to habituate to, and in fact
became sensitized to pulsatile sounds resembling killer
whale echolocation clicks. These observations indicate that
underwater hearing may play an important predator alerting
function for the pelagic deep diving elephant seals that must
spend more time resting at sea than more coastal species.
This predator–prey system is analogous to the coevolution of
the echolocation signals of some insectivorous bats and their
detection by nocturnal moths~Fenton and Fullard, 1981!.

Localization of prey by the sounds they produce may be
an additional use of underwater hearing. Acoustic signals are
produced under water by a wide range of organisms preyed
upon by pinnipeds. Swimming, struggling, or foraging ani-
mals produce incidental sounds that may attract predators
~Myrberg, 1981!. Additionally, many invertebrates, teleost
fish, and other marine animals produce communicative
sounds in social, reproductive, and foraging contexts that
may be detected over greater distances~Tyack, 1998!. Inter-
ception of prey sounds by predators has been documented in
several fish species~see Myrberg, 1981!, and some cetaceans
have been shown to acoustically detect prey items without
using echolocation when they are experimentally blindfolded
or are too far from prey for visual detection~Wood and
Evans, 1980; Barrett-Lennardet al., 1996!. It is not known
whether pinnipeds can detect prey by eavesdropping on the
sounds they make; however, captive California sea lions can
locate live fish, without emitting sound, in conditions of lim-
ited visibility ~Schusterman, 1967!. These findings may help
to explain observations of apparently blind, free-ranging pin-
nipeds that survived for relatively long periods, thus support-
ing the notion that their hearing plays some role in prey
detection~Schusterman, 1981!.

In addition to facilitating predator avoidance and prey
capture, hearing in pinnipeds may also function in spatial
orientation and navigation. Many pinnipeds are active at
night or in turbid water where vision is of reduced utility as
an orientation mechanism. Others spend long periods diving
deeply and continuously at sea where visual reference to
coastal, bathymetric, and celestial features is limited. Effi-
cient propagation of acoustic signals in water has prompted
speculation by Norris~1967! that sounds produced by biotic
or abiotic sources may function as a guidance mechanism for
pinnipeds~for example, distant wave noise may demarcate
the approximate location of a coastline!. In the same vein,
Norris ~1967! suggested that sounds produced by marine ani-
mals characteristic of specific environments might convey
depth as well as ecological information to an experienced
passive listener.

The function of underwater hearing in free-ranging pin-
nipeds remains largely uninvestigated. However, experi-
ments in the field by Wartzoket al. ~1992! showed that
blindfolded polar seals—ringed seals~Phoca hispida! and
Weddell seals~Leptonychotes weddellii!—use acoustic cues
provided by the experimenters to find novel holes cut
through the ice. After these seals have oriented in the pres-
ence of acoustic cues, they rapidly acquire a cognitive spatial

map of their environment that allows them to navigate under
the ice in the absence of these acoustic cues. Based on the
observation that these seals do not vocalize while searching
for holes in the ice, echolocation is apparently neither re-
quired nor used for this task.

Hearing efficiency in a noisy environment depends on
the ability to detect signals embedded in noise. Masking of
biologically significant sounds reduces the range over which
detection may occur. Some pinnipeds vocalize incessantly
during the breeding season, presumably to increase the prob-
ability of signals being detected over high levels of noise
common in coastal environments~Peterson and Bartho-
lomew, 1969; Schusterman, 1978!. Based on evidence from
auditory masking experiments, pinnipeds perform quite well
at extracting tonal signals from noise over a range of fre-
quencies ~reviewed in Richardsonet al., 1995; Southall
et al., 1998!. This is likely a result of the naturally noisy
environments they inhabit and the relatively wide band-
widths of biologically significant signals they must detect,
which place a premium on efficient listening. The refinement
of these listening skills in the pinnipeds may have at least
partially offset the pressures to develop more sophisticated
active biosonar.

III. SOUND PRODUCTION

Pinnipeds produce a wide variety of signals under water,
including whines, grunts, roars, chirps, and pulsed sounds
~reviewed by Richardsonet al., 1995!. Many of these sounds
are known to be related to social behavior and reproduction;
however, the emission of high frequency and pulsed sounds
has led some researchers to speculate about the existence of
echolocation in pinnipeds. In this section, we outline the
characteristics of dolphin echolocation sounds~reviewed by
Au, 1993! and their presumed counterparts in pinnipeds, and
argue that there is at present no evidence that pulsed and/or
ultrasonic pinniped sounds are used for echolocation.

The bottlenose dolphin produces broadband echoloca-
tion clicks with significant energy at frequencies above 90
kHz. The clicks are extremely loud, with source pressure
levels typically exceeding 200 dB(pp) re: 1 mPa. The produc-
tion of loud signals probably compensates for signal and
echo losses associated with sound absorption by water. The
melon, a mass of fatty tissue located anterior to the brain-
case, is thought to enhance transmission of the echolocation
pulse from the tissues of the head into the environment, as
well as acting as a waveguide to focus the echolocation
sound beam. As a result, the directionality of the transmitted
pulse trains is extremely high. Dolphins exercise fine control
over the temporal patterns of their echolocation signals;
pulses are short~about 50–70ms!, and click intervals in
detection tasks directly relate to the two-way transit time
from source to target and back. Consequently, the dolphin
has time to receive and process each echo before producing
the next click. Dolphins approaching a target generally de-
crease the inter-pulse interval in proportion to the change in
target range—individual pulses comprising click trains be-
come more closely spaced as range decreases.

Given that pinnipeds also produce underwater sounds, it
is a worthwhile question to ask whether these sounds could
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function in a manner analogous to the echolocation pulses
produced by odontocetes. What are the features of these
sounds that make them appealing to proponents of the
echolocation hypothesis? As Fig. 2 shows, many of them are
pulsatile and repetitive, thus superficially resembling the
click trains produced by dolphins, while some, such as those
produced by the leopard seal, are ultrasonic and ought to
provide detailed information about small targets. Further,
many of these sounds have been recorded during foraging or
navigation. Aside from the overall lack of experimental evi-
dence for echolocation in pinnipeds, there are several uncer-
tainties about pinniped vocalizations that have not been ad-
dressed by echolocation proponents. First, source levels are
relatively low, ranging from only about 90 to 190 dB. In fact,
the source levels of ultrasonic signals produced by leopard
seals, perhaps the sounds most likely to be related to echolo-
cation, have been described as ‘‘low amplitude’’ or ‘‘weak’’
~Richardsonet al., 1995; Thomaset al., 1983!. Some of
these sounds, for example, FM sweeps, are also emitted al-
most continuously, with a duty cycle that does not appear to
allow for detection and processing of echo returns between
the production of subsequent outgoing pulses. Echoes from
long duration FM sweeps would also be contaminated by
background reverberation~especially under ice!, making de-
tection of small targets difficult. Even the shorter-duration
pulses, which can be much longer than those of dolphin
clicks ~0.3 to .10 ms!, while allowing detection of large
objects, would not allow the fine target resolution seen in
odontocetes. In contrast to the dolphins, pinnipeds do not
appear to modify the temporal patterning of click signals
according to target range in laboratory tests of echolocation
performance~Schusterman, 1967!. However, Evanset al. ~in
press, and as shown in Fig. 2! report that Weddell seal pulse

rates changed as the seals approached ice holes. However,
these authors conclude that the changes in interpulse interval
might serve functions other than echolocation, for instance,
arousal or advertisement~Evanset al., in press!. Addition-
ally, the only pinniped tested in a temporal integration task
performed relatively poorly; Terhune~1988! found that
thresholds for brief pulses in a harbor seal were some 30–40
dB higher than thresholds for long tones at the frequency of
best sensitivity. In contrast, the bottlenose dolphin threshold
for high frequency brief pulses is only 10–20 dB higher than
thresholds for long tones. Thus although the data are limited,
it appears that the bottlenose dolphin, an echolocator, is bet-
ter adapted to detect very brief acoustic signals than is the
harbor seal. Given that best thresholds for long pure tones in
the dolphin are some 20 dB lower than the best thresholds
for the seal, the latter probably does not produce signals of
sufficient intensity to detect prey at all but the shortest
ranges, where other senses such as vision would accomplish
the same task in a less energetically costly fashion. Further,
the bottlenose dolphin has been shown to have a highly di-
rectional receiving beam, with a minimum audible angle of
less than 1 degree for brief clicks, effectively increasing the
signal-to-noise ratio of echo returns. Minimum audible
angles for clicks in pinnipeds range from about 6 degrees in
a California sea lion to about 4.5 degrees for a harbor seal—
five to nine times poorer than the bottlenose dolphin. All of
these observations suggest an acoustic system that is quali-
tatively different from that of the dolphin, in terms of sound
production, sound reception, and orienting behavior.

Seasonal or geographic conditions of near or total dark-
ness have been proposed as selective forces for the develop-
ment of a pinniped active biosonar system. According to this
hypothesis, pinnipeds that inhabit polar regions and/or dive

FIG. 2. Sound spectrogram and oscillogram of Weddell seal vocalizations produced while approaching an ice hole. The recording hydrophone was mounted
on the seal’s back~Daviset al., 1999!. Note the pulsatile nature and change in interpulse interval as the seal closed in on the ice hole. This figure is courtesy
of Dr. William E. Evans.
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to extreme depths are the species most likely to echolocate.
Attention has recently focused on the Antarctic leopard and
Weddell seals, which are known to be extremely vocal under
water ~Awbrey et al., in press; Evanset al., in press!. Al-
though Evanset al. ~in press! have proposed that Weddell
seals echolocate in a foraging context, this proposition is
contradicted in a recent study by Daviset al. ~1999! who, on
the basis of underwater observations of foraging seals, con-
cluded that, ‘‘ . . . it seems unlikely that Weddell seals use
active sonar to locate prey as some other marine mammals
do ~p. 995!.’’ Further, the primary prey items of Weddell
seals, notothenioid fish~Davis et al., 1999!, lack swimblad-
ders and thus scatter relatively little acoustic energy, espe-
cially at low frequencies. Given the generally low frequen-
cies and source levels of Weddell seal calls, as well as the
weak target strengths of typical prey items, it is reasonable to
conclude at this time that this species is unable to detect prey
using active biosonar.1 Rather, the Weddell seal, as well as
the leopard seal, probably relies mainly on vision to detect
prey ~Davis et al., 1999!.

In addition to foraging, it has been proposed that pinni-
peds use active biosonar to navigate, for instance, in finding
ice holes from underneath the Antarctic fast ice~Evanset al.,
in press!. However, in this study, only about half the seals
produced clicks while approaching ice holes, and these au-
thors concede that the sounds may be used as social or ter-
ritorial signals broadcast to conspecifics. Although there is
very little information on directionality in sound production,
Schevill and Watkins~1971! concluded that the Weddell seal
sound beam is directed forward and down. In order to best
detect ice holes using active biosonar, these seals would have
to swim and surface in an upside-down position. Considering
the sensitivity of the pinniped visual system, it is far more
reasonable to infer that these seals navigate by sight than by
active biosonar.

So, what of the considerable circumstantial and anec-
dotal evidence for echolocation in seals and sea lions, such
as pulsatile sounds recorded from pinnipeds in foraging or
navigating contexts? Conclusions regarding the functions of
such signals must by made with caution. For example, many
species that produce the most intense underwater sounds pro-
duce them only in contexts related to social interactions
and/or general arousal~Schusterman, 1967; Ballard and Ko-
vacs, 1995!. This makes interpretation of underwater sounds
produced by a hungry animal feeding in darkness
problematic—such sounds may be related to affect or moti-
vation rather than prey detection. The influence of motiva-
tional factors on sound production in most pinnipeds is likely
to remain unknown until more data on the underwater behav-
ior of these animals are available. Until we gain a compre-
hensive picture of the sensory systems of species such as the
Weddell and leopard seals, echolocation cannot be com-
pletely ruled out as a possibility. On the other hand, given
the relative ease with which echolocation can be examined in
many odontocetes, it is improbable that this ability is merely
being overlooked in the pinnipeds.

IV. VISION

In the majority of reviews of pinniped sensory ecology,
hearing is assumed to be of paramount importance to under-
water foraging and navigation. Reliance on the acoustic
sense seems to be a straightforward proposition, given the
relative efficiency with which sound waves propagate under
water. Light, on the other hand, is absorbed rapidly in the
water column, and it is often assumed that complete or
nearly complete darkness is characteristic of marine mammal
foraging environments. However, a few authors~e.g., Schus-
terman, 1981! have attempted to reinforce the idea that pin-
nipeds forage visually, based on studies of anatomy~Walls,
1942! and behavior~Schusterman, 1981; Levenson and
Schusterman, 1997, 1999! supporting the idea that the pin-
niped eye possesses adaptations allowing function in water
and under dark conditions.

The first photorefractive studies of pinnipeds showed
that the eyes of these amphibious mammals were primarily
suited for vision in water rather than in air~Johnson, 1893!.
Like most aquatic vertebrates, pinnipeds possess large, round
lenses to compensate for the absence of corneal refraction
under water~Walls, 1942!. In air, where refraction occurs at
both the round lens and the cornea, pinnipeds are myopic
~Piggins, 1970!. However, their stenopaic~slitlike! pupils
functions as pinhole apertures to reduce the effects of myo-
pia in air and provide relatively clear vision, at least as long
as the pupil remains relatively small~Walls, 1942!. Behav-
ioral studies have confirmed the pupil’s role in aerial acuity
when it was demonstrated that visual acuity drops off much
faster in air than under water as ambient light levels decrease
~Schusterman and Balliet, 1971!.

While the pupil’s role in compensating for myopia in air
is clear, the pupillomotor mechanism itself is controlled pri-
marily by ambient light levels, irrespective of medium~Lav-
igne and Ronald, 1972!. Like other mammals adapted for
vision in dim conditions, pinnipeds possess large lenses and
pupils, and densely packed, rod dominated retinas with well-
developed choroidal tapeta~Walls, 1942; Landau and Daw-
son, 1970!. The ability to dramatically alter pupil size is
almost certainly an adaptation to regulate illumination of the
light-sensitive retinas and functions only secondarily to im-
prove visual resolution. Indeed, the pupillomotor response is
probably essential to maintaining appropriate levels of pho-
toreceptor stimulation during the rapid changes in light lev-
els experienced by diving animals. In support of this conclu-
sion, substantial differences in pupillary dynamic range
between shallow and deep diving pinnipeds have been ob-
served ~Levenson and Schusterman, 1997!. The deepest-
diving pinniped, the northern elephant seal, was found to be
capable of an over 400 fold increase in pupillary area, while
shallow and moderately deep divers possessed considerably
smaller ranges of only 25–200 fold~Levenson and Schuster-
man, 1997!.

The functional significance of differences in pupillary
structure can be seen clearly in a comparison of the dark
adaptation rates of pinnipeds. Figure 3 depicts these rates for
three species. In the inset of Fig. 3, the time necessary to
reach maximum sensitivity is seen to be substantially faster
for the elephant seal than for the shallower diving California
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sea lion and harbor seal. The 6-min dark adaptation time of
the elephant seal~Levenson and Schusterman, 1999!
matches the time it takes these seals to dive from the surface
to foraging depths of 300–700 m~LeBoeuf and Laws, 1994!,
strongly implicating the visual sense in foraging ecology.

In addition to having rapid dark adaptation rates, el-
ephant seals are highly light sensitive. This seal’s extreme
visual sensitivity directly relates to its ability to make long
dives to great depths where ambient light levels are always
low. Additionally, elephant seals possess specialized rod pig-
ments that increase their sensitivity to the shorter wave-
lengths of light that predominate deep under water~Lythgoe
and Dartnall, 1970!. There are significant differences in
maximum visual sensitivity between the elephant seal and
shallow-diving species~Levenson and Schusterman, 1999!,
presumably because of the different conditions found in their
respective foraging environments. Thus shallower diving
harbor seals and California sea lions are less light sensitive
than the elephant seal, and possess rod pigments that are only
slightly short-wavelength shifted in sensitivity in comparison
to those of terrestrial mammals~Lavigne and Ronald, 1975;
Jacobset al., 1993!.

These speculations about the importance of vision in
foraging have recently been supplemented by observations of
the Weddell seal, a deep diving phocid. Daviset al. ~1999!
obtained evidence that pinnipeds use backlighting to silhou-
ette their prey while visually hunting. The researchers stud-

ied the hunting behavior of these seals beneath the Antarctic
fast ice with a seal-borne video system. The seals were ob-
served to stalk large Antarctic cod and smaller sub-ice fish
whose silhouettes could be seen against the sunlight and ice
above. During these observations of foraging in Weddell
seals, these animals rarely vocalized, suggesting that echolo-
cation was not the primary sensory system used for hunting
fish prey beneath the ice.

Much remains to be learned about the visual capabilities
of pinnipeds. However, the available evidence strongly sug-
gests that their visual systems are primarily adapted for use
under water. Pinnipeds have sacrificed the quality of their
terrestrial vision in favor of enhancing their underwater ca-
pacities; natural selection in these animals has clearly fa-
vored the development of visual systems suited to foraging
in an aquatic environment.

V. VIBRISSAE

Benthic-feeding dolphins have been observed to direct
echolocation pulses into the substrate in order to detect prey
~Rossbach and Herzing, 1997!. These dolphins possess no
apparent adaptation for benthic feeding, yet do so opportu-
nistically using a biosonar system designed for use in the
water. Pinnipeds that characteristically forage on the muddy
sea floor tend to have modified vibrissae and facial structures
used to detect and extract prey from the bottom~Reidman,

FIG. 3. Dark adaptation in three pin-
niped species and a human subject.
Sensitivity values are reported on a
relative log scale and were determined
from the inverse of the each subject’s
white light threshold for each time in-
terval.~Inset! Time to reach maximum
sensitivity for three pinniped species
and a human subject. Percentage val-
ues were calculated from sensitivity
data as @~observed sensitivity/max
sensitivity!*100#. Adapted from Lev-
enson and Schusterman~1999!.
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1990!. The vibrissae of pinnipeds are apparently used to de-
tect tactile and hydrodynamic stimuli very close to the
source. The vibrissae of foraging Weddell seals were noted
to become erect when they closed in on their fish prey~Davis
et al., 1999!, suggesting that the vibrissae were used during
the final stages of prey capture. Further, vibrissal function
has been implicated in the short-range detection of ice holes
by arctic phocids~see Reidman, 1990!.

The extensive innervation of pinniped vibrissae, which
can be up to ten times greater than that of terrestrial mam-
mals ~Hyvärinen and Katajisto, 1984!, makes them well
suited as a displacement detection mechanism~Dykes,
1975!. Dehnhardtet al. ~1998! experimentally demonstrated
that a harbor seal was capable of detecting extremely weak
hydrodynamic stimuli in the near field. These vibrations
were several orders of magnitude below the particle veloci-
ties in the wake produced by a small swimming fish. Al-
though probably useless for long range detection of prey or
navigation, the vibrissae of pinnipeds likely function in
close-range foraging and object detection when the visual
sense is occluded or when prey is very close to the mouth
and away from the line of sight.

VI. CONCLUSIONS

A highly sophisticated system of active biosonar has
evolved only once in the marine environment, in a group of
marine mammal predators—the odontocetes—that became
completely tied to an aquatic existence early in their evolu-
tion. Echolocation in this group is linked to development of a
high frequency signal production, reception, and signal pro-
cessing system~Au, 1993!. Because odontocetes were not
evolutionarily constrained to give birth on land, the dolphin
acoustic system became fully adapted for underwater func-
tioning, allowing a refinement of the biosonar system not
possible in amphibious mammals such as the pinnipeds. Be-
cause even the most aquatic pinnipeds must return to shore
periodically and because airborne vocal communication ap-
pears to play an important role in most, if not all, pinniped
social systems, selection pressures for highly sensitive, acute
underwater hearing have not shaped the pinniped auditory
system to as great an extent as they have in the dolphins.

All pinnipeds give birth on land or on ice, and terrestrial
breeding activities have resulted in selection for retention of
in-air hearing, primarily in the context of communication.
Amphibious hearing ability has limited the sensitivity of
hearing under water, where all pinnipeds must forage. In-
stead of developing a primarily sound-based system of un-
derwater orientation, pinniped visual, tactile, hydrodynamic,
and acoustic sensory systems were refined and incorporated
into overlapping underwater perceptual channels that permit
efficient underwater foraging and navigation without the use
of active biosonar.
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Vocal control of acoustic information for sonar discriminations
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This study aimed to determine whether bats using frequency modulated~FM! echolocation signals
adapt the features of their vocalizations to the perceptual demands of a particular sonar task.
Quantitative measures were obtained from the vocal signals produced by echolocating bats
~Eptesicus fuscus! that were trained to perform in two distinct perceptual tasks, echo delay and
Doppler-shift discriminations. In both perceptual tasks, the bats learned to discriminate
electronically manipulated playback signals of their own echolocation sounds, which simulated
echoes from sonar targets. Both tasks utilized a single-channel electronic target simulator and tested
the bat’s in a two-alternative forced choice procedure. The results of this study demonstrate changes
in the features of the FM bats’ sonar sounds with echolocation task demands, lending support to the
notion that this animal actively controls the echo information that guides its behavior. ©2000
Acoustical Society of America.@S0001-4966~00!06103-3#

PACS numbers: 43.80.Ka, 43.80.Lb, 43.66.Gf@WA#

INTRODUCTION

An echolocating bat’s vocal behavior directly influences
the acoustic information carried by sonar echoes. In particu-
lar, changes in the bandwidth, duration, and timing of the
bat’s sonar transmissions determine the signal parameters
available to its acoustic imaging system. Sonar/radar theory
and its application demonstrate that broadband signals are
best suited for target ranging, because each frequency in the
returning echo provides a marker for arrival time, the param-
eter used to measure the distance of a sonar target~Wood-
ward, 1964; Simmons and Stein, 1980; Skolnik, 1980!.
Narrow-band signals are well suited for target detection, be-
cause signal energy concentrated in a limited frequency band
maximizes the signal-to-noise ratio in the returning echo
~Woodward, 1964; Simmons and Stein, 1980; Mo”hl, 1988!.
Narrow-band signals are also well suited to carry velocity
information through Doppler shifts in the returning echoes
~e.g., Simmons and Stein, 1980; Skolnik, 1980; Altes, 1984!.

Studies of echolocation behavior in the field provide in-
direct evidence that bats exercise active control over the echo
information for changing sonar tasks~e.g., Griffin, 1958;
Kalko and Schnitzler, 1998; Schnitzler and Kalko, 1998!.
Bats that typically hunt insects in open space use frequency
modulated~FM! signals for echolocation, and these signals
show distinct patterns of change at different phases of forag-
ing ~Griffin, 1953; Websteret al., 1965; Simmons and Kick,
1984; Kalko and Schnitzler, 1998!. During the search phase
of insect pursuit, the big brown bat,Eptesicus fuscus, pro-
duces shallow FM signals, with the first harmonic sweeping
from 25–22 kHz in 15–20 msec~Griffin, 1953, 1958!. These
sounds are well suited for target detection~Mo”hl, 1988!,

maximizing the signal-to-noise ratio in a narrow frequency
band. Once the bat begins to approach a prey item, its sonar
sounds shorten in duration, increase in bandwidth, and in-
crease in repetition rate. The first harmonic sweeps from ap-
proximately 60 to 25 kHz in 2–5 msec during the approach
phase of insect pursuit. Finally, at the end of the terminal
phase of insect pursuit, the first harmonic ofEptesicus’s so-
nar sounds sweeps from approximately 25 to 12 kHz in less
than a msec~Griffin, 1953; Simmonset al., 1979; Schnitzler
and Henson, 1980!. The brief, broadband signals that are
used in the approach and terminal phases are well suited to
provide sharp registration of echo arrival time~Woodward,
1964; Simmons and Stein, 1980; Skolnik, 1980!, the bat’s
measure of target distance~Hartridge, 1945; Simmons,
1973!.

Reports from laboratory studies suggest that some bat
species adapt the features of their sounds to influence the
information available for specific sonar discriminations. For
example, von der Emde and Menne~1989! report that the
CF-FM bat,Rhinolophus ferrumequinum, increased the duty
cycle of its sounds from about 40% at baseline to 70% when
discriminating echoes from insect prey that differed in flutter
rate. The increase in duty cycle provided the bat with more
information about the fluttering insect’s wingbeats over time.

Laboratory studies of bats using frequency modulated
~FM! signals offer little data in support of the idea that bats
show task-dependent vocal behavior. For example, negative
evidence for active vocal control by FM bats was reported by
Habersetzer and Vogler~1983!, who trainedMyotis myotisto
discriminate targets with differing surface structure. They
observed no changes in the parameters of the sonar signals
used by bats performing in the task compared with those
emitted by bats during free flight. It is possible that changes
in sound features were present~and even perceptually salient

a!Author to whom correspondence should be addressed; electronic mail:
cmoss@psyc.umd.edu
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to the bats! but too small for the experimenters to identify
using standard signal analysis techniques.

Most changes in vocal behavior reported in the literature
are qualitative descriptions. For example, Simmonset al.
~1975! noted that the FM bat,Eptesicus fuscus, modified its
sounds in a range discrimination task when tested under
noisy conditions. They describe the bat’s addition of a short
constant frequency~CF! component at around 23 kHz to the
end of the FM sweep, which serves to improve the signal-to-
noise-ratio. Kick~1982! reported that sounds produced by
Eptesicus fuscusin a detection task were 4–8 msec in dura-
tion, longer than those recorded from bats performing in a
ranging task~Simmons, 1973!. Kick described a quasi-CF
component at the end of the bat’s FM sweep, similar to that
reported by Simmonset al. ~1975!. The sounds described by
Simmonset al. ~1975! and Kick ~1982! are suggestive of
adaptive vocal control by FM bats under changing task con-
ditions, but no quantitative measures were reported that di-
rectly compare sounds produced by the same bats under dif-
ferent task conditions.

One study of FM bat vocal behavior included extensive
quantitative comparisons of signal features produced by bats
performing in two distinct perceptual tasks; however, the re-
sults do not argue strongly for adaptive vocal behavior. Mas-
terset al. ~1991! measured small differences in the features
of sonar signals produced byEptesicus fuscusperforming in
echo detection and echo ranging tasks; however, they found
larger differences between the sound features of individual
bats performing in the same task than within a bat perform-
ing different tasks.

While sonar/radar theory demonstrates the utility of
changing signal parameters with task demands, data on the
FM bat’s active role in echolocation performance is pres-
ently incomplete. In particular, laboratory studies of FM bats
have not yet provided compelling data demonstrating active
vocal control in bats that is specific to changing task de-
mands. Given data from field recordings that suggest adap-
tive vocal behavior in FM bats~Griffin et al., 1958; Kalko
and Schnitzler, 1998; Schnitzler and Kalko, 1998!, we pro-
pose that the appropriate task comparisons should yield cor-
responding vocal control data from the laboratory.

In the present study, we made quantitative comparisons
of echolocation sounds produced by the FM bat,Eptesicus
fuscus, in two distinct perceptual tasks: Target range dis-
crimination and Doppler shift discrimination. These tasks
were selected to maximize possible differences in vocal pro-
duction patterns. Range discrimination requires signals that
permit accurate measurement of echo arrival time, while
Doppler discrimination requires signals that permit accurate
measurement of echo frequency shifts. The results of our
study provide clear evidence for task-dependent vocal behav-
ior in the FM bat,Eptesicus fuscus.

I. METHODS

A. Animals

Three female FM bats of the speciesEptesicus fuscus
served as subjects in two different perceptual tasks. The ani-
mals were collected from private homes in Maryland during

the summer of 1996 and housed in a colony room at the
University of Maryland in College Park, Maryland. The tem-
perature in the colony room was maintained at approxi-
mately 27 °C and the day/light cycle was reversed, with
lights out between 7:00 a.m. and 7:00 p.m. Bats were given
free access to water and maintained at about 85% ofad lib
body weight. Food was available only as a reward during
behavioral experiments, which were carried out 6–7 days/
week over a period of 21 months.

B. Apparatus and target simulation

Behavioral experiments took place in a large~6.236.7
32.5 m! carpeted room, whose walls and ceiling were lined
with acoustic foam~Sonex! that reduced the amplitude of
ultrasonic reverberation by a minimum of 20–30 dB below
what would be present if the room surfaces were hard and
smooth.

Each bat was trained to rest at the base of an elevated
Y-shaped platform~1.2 m above the floor! and to produce
sonar sounds. The bat’s sonar sounds were picked up by a
vertically oriented 1/89 Bruel and Kjaer condenser micro-
phone~model 4138! that was centered between the arms of
the platform at a distance of 17 cm from the bat. The bat’s
echolocation sounds were amplified, bandpass filtered at
20–99 kHz~Stewart filter, model VBF7!, digitized with 12-
bit accuracy at a rate of 496 kHz~see below!, electronically
delayed~custom DSP board, SPB2-Signal Data, installed in
a ’486 computer!, attenuated~PA-4, Tucker-Davis Technolo-
gies!, low-pass filtered~Krone-Hite!, and broadcast back to
the bat through a custom electrostatic loudspeaker~designed
by Lee Miller, University of Odense, Denmark!. The loud-
speaker, positioned in front of the microphone~0.5 cm lower
than the microphone grid! and 15 cm from the bat, was pow-
ered by a direct current~dc! amplifier ~Ultrasound Advice!
and had a frequency response that was flat within 3 dB be-
tween 25 and 95 kHz~see Fig. 1!. Placement of the micro-
phone behind the speaker eliminated feedback in the system,
and the signals recorded were not distorted by the presence
of the speaker.

A programmable function generator~Stanford Research
Systems, model DS345! was connected to the DSP board in
the ’486 computer via an RS232 interface, allowing for Dop-
pler shifts of the returning echoes by external control of the
digital/analog~D/A! sample rate. For conditions in which no
Doppler shift was introduced, the D/A sample rate was fixed
at 496 kHz. Doppler shifts were introduced by adjusting the
D/A sample rate, generating a percentage frequency shift in
the playback echoes that was specified by the experimenter.

The total gain of the system feeding into the DSP board
was approximately 60 dB, to bring the peak–peak amplitude
of most bat sonar sounds to a level just below the 12-bit limit
of the processor and for maximum signal-to-noise ratio.
Digital attenuators~PA-4, Tucker-Davis Technologies! per-
mitted adjustment of the playback level of the sounds return-
ing to the bat’s ears, which was set at approximately 80 dB
SPL for all experiments.

Each sound produced by the bat resulted in a single
sonar signal playback that simulated an echo from a target
positioned directly in front of the bat, whose distance was
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determined by an electronic delay controlled by the experi-
menter. The shortest echo delay used was 4.3 msec, corre-
sponding to a target distance of 74.0 cm. At this echo delay,
the bat’s sonar transmissions shorter than 3.3 msec did not
overlap the simulated echoes.

Before each experiment, a calibration routine was run, to
test each of the components of the target simulator. The elec-
trostatic loudspeaker broadcast a linear 1-msec 10–100-kHz
frequency modulated sweep that was picked up by a con-
denser microphone~QMC! positioned on the test platform.
The signal received by the microphone was amplified, fil-
tered ~10–99 kHz!, and delivered to the DSP board. The
arrival time and power spectrum of the FM sound picked up
by the microphone were measured and compared against
standard values. Experimental data were collected only when
the delay and power spectrum of the calibration signal
matched the standard values, a 0.29-msec delay when the
microphone was positioned 10 cm from the speaker~one-
way travel delay, 2.9 ms/m! and a relatively flat spectrum
@63 dB at 25–95 kHz; see Fig. 1~b!#.

C. Echolocation sound recordings

For each experimental session, the bats’ echolocation
sounds were recorded on tape at 30 in. per sec with a Racal
Store-4 high-speed recorder. The sounds were later played
back at 1/16 the recording speed, low-pass filtered and digi-
tized ~effective sample rate 240 kHz!, analyzed and dis-
played spectrographically~Sona-PC, Waldmann©!. Spectro-
grams were calculated using 256-point fast Fourier
transforms~FFT’s!. Signal measurements included the dura-
tion, interpulse interval, duty cycle, and spectral characteris-
tics of the bats’ signals recorded under different task condi-
tions.

D. Behavioral tasks

1. Experiment I: Range difference discrimination

Each of the bats was trained in a two-alternative forced-
choice procedure to discriminate the echo delay difference of
electronically simulated sonar targets. The bat learned to re-
port whether the perceived target distance was at a shorter,
standard delay by crawling down the left arm of the platform
to indicate a ‘‘yes’’ ~close target! response or at a longer
delay by crawling down the right arm of the platform to
indicate a ‘‘no’’ ~far target! response. The echo delay of the
standard target was set at 4.3 msec, simulating a target at
74.0 cm. The echo delay of the more distant target was vari-
able, at values that ranged from 4.4 msec, simulating a target
at 75.7 cm, to 5.1 msec, simulating a target at 87.7 cm. The
echo delay values used in this experiment were all above
discrimination threshold reported in other studies~see Moss
and Schnitzler, 1995!. The presentation of ‘‘close’’~stan-
dard! and ‘‘far’’ targets followed a pseudorandom schedule
~Gellerman, 1933!, and the bat’s response~yes/left or no/
right! was recorded. For each correct response, the bat re-
ceived a food reward~a piece of mealworm!, and for each
incorrect response, the bat experienced a 10–30-sec time out.
No correction trials were introduced.

2. Experiment II: Doppler-shift discrimination

Each of the bats was trained in a two-alternative forced-
choice procedure to discriminate the Doppler shift of elec-
tronically simulated sonar targets. On all trials, the echo de-
lay was fixed at 4.3 msec~74.0 cm!. For a given trial, the bat
learned to report whether it perceived a Doppler shift in the
echo, by crawling to the left to indicate ‘‘yes’’ and to the
right to indicate ‘‘no.’’ The presentation of Doppler shifts in
the playback echoes followed a pseudorandom schedule
~Gellerman, 1933!, and the bat’s response~yes/left or no/
right! was recorded. For each correct response, the bat re-
ceived a food reward~a piece of mealworm!, and for each
incorrect response, the bat experienced a 10–30-sec time out.
We tested both positive and negative Doppler shifts between
1% and 16%. No correction trials were introduced.

II. RESULTS

Behavioral data are reported here for the Doppler dis-
crimination task, as performance in this task has not been
previously described for bats using frequency modulated

FIG. 1. ~a! Schematic of sonar signal playback apparatus and response
platform. The bat rested at the base of the Y-shaped platform, emitting
echolocation sounds that were picked up by an 1/89 Bruel and Kjaer micro-
phone, filtered, amplified, digitized, electronically delayed, Doppler shifted
~in some trials!, and played back through an electrostatic loudspeaker. The
bat received a food reward for crawling down the left arm of the platform
when presented with stimulus Y~yes! and for crawling down the right arm
of the platform when presented with stimulus N~no!. For a description of
stimulus Y and N, see text.~b! Standard calibration curve displays the
frequency response of all equipment in the apparatus, except the 1/89 Bruel
and Kjaer microphone, which was tested separately.
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echolocation sounds. For all three bats studied, discrimina-
tion performance systematically increased with the magni-
tude of the Doppler shift; however, there were large indi-
vidual differences. The data are plotted in Fig. 2, and each
point summarizes mean performance over an average of 60
trials. One bat~L-3! performed at about 50% correct with a
1% Doppler shift, and showed a steady rise in performance
for larger Doppler shifts, reaching about 90% correct for
Doppler shifts at or above 12%. The other two bats~F-20
and I-10! also showed an increase in performance with Dop-
pler shift, but overall discrimination levels were lower.
While data were collected using both positive and negative
Doppler shifts, all three bats died before complete psycho-
metric functions with the positive Doppler shifts could be
obtained. Therefore, the data reported here come from nega-
tive Doppler conditions, which the bat would experience, for
example, when an insect wing moved away from it. Using
70% correct performance as an arbitrary criterion for thresh-
old estimation, Doppler discrimination thresholds for L-3,
I-10, and F-20 were 3.2%, 5.8%, and 8.8%, respectively.

For each of the bats, we analyzed the sonar vocalizations
for Doppler-shift conditions that yielded behavioral discrimi-
nation performance at about 70% correct, our criterion for
threshold in this study. We compared these sounds with
those recorded from the same individual bat performing in
the echo delay discrimination task. When the Doppler shift
was close to the bat’s threshold, we observed consistent
changes in the features of the sounds produced by two of the
three bats~L-3 and I-10!. Interestingly, F-20 produced a dif-
ferent pattern of vocalizations in the two tasks and also
showed the highest Doppler discrimination threshold of the
three bats tested.

Representative examples of sounds produced by each of
the three bats are displayed spectrographically in Fig. 3. The
left panel for each bat shows sounds recorded during a Dop-

pler discrimination trial, and the right panel shows sounds
recorded during a delay discrimination trial. Though the or-
der in which the sounds in each panel occurred has been
preserved, the intervals between sounds were created for dis-
play purposes only. All bats produced FM sonar sounds;
however, the time-frequency structure of the sounds de-
pended on the task condition. In the delay discrimination
task, the FM sounds of all three bats swept from approxi-
mately 60 kHz down to 28 kHz in approximately 1.7–3
msec. In the Doppler discrimination task, bat F-20’s sounds
showed a small decrease in sound duration and an increase in
the end frequency of the sweep. By contrast, the two bats
that showed the highest performance in the Doppler dis-
crimination task showed the opposite trend, with an increase
in signal duration~over 4 msec! and a drop in the end fre-
quency of the sweep~25 kHz!.

Duration data from individual Doppler and delay dis-
crimination trials are summarized in Fig. 4. Data are pre-
sented in panels for each of the three bats, with the Doppler
discrimination trial shown on the left and the echo delay
discrimination trial shown on the right. Each of these panels
displays data taken from sounds recorded sequentially during
a single trial in which the bat made a correct response.

Figure 5 presents quantitative comparisons of several
measures taken from signals produced by the bats in the
delay and Doppler discrimination tasks. These measures are
signal duration, duty cycle, interpulse interval, beginning fre-
quency of the fundamental, ending frequency of the funda-
mental, and the total spectral bandwidth of the fundamental.
This figure includes analysis of 720 sounds recorded from
three bats. Data from 240 sounds are presented for each bat,
half recorded in delay discrimination trials and half recorded
during Doppler discrimination trials, yielding 120 sounds
analyzed for each bat from the two task conditions. Histo-
grams display the mean and standard deviations separately
for each of the three bats, with the Doppler discrimination
measures shown in solid bars and delay discrimination mea-

FIG. 2. Psychometric functions plotting percent correct performance for
each of the three bats~L-3, I-10, F-20! tested across a range of Doppler
shifts. Each data point represents the mean performance measure taken over
an average of 60 trials.

FIG. 3. Spectrograms of representative echolocation sounds produced by
each of the three bats~L-3, I-10, F-20! under different task conditions. The
left panel for each bat shows sounds recorded during a Doppler discrimina-
tion trial and the right panel shows sounds recorded during a delay discrimi-
nation trial. The figure does not represent actual sonar signal sequences.
Sweeps are presented on the time axis at intervals convenient for display.
The vertical axis divisions occur at 50-kHz intervals and the horizontal axis
divisions occur at 5-msec intervals.
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sures shown in open bars. All of the data summarized here
come from the first 15 sounds produced by the bat in any
given trial. Although some trials contained many more than
15 sounds, limiting the analysis to the first 15 sounds ensured
that the data summaries did not include sounds produced by
the bat as it crawled down the platform for its food reward

after making a decision. Data are reported only for trials in
which the bat responded correctly.

An analysis of variance~ANOVA ! performed on this
data set shows that many of the parameters measured from
the bats’ sounds recorded under the two test conditions dif-
fered significantly. Signal duration, beginning and end fre-
quencies of the fundamental sweep, and interpulse interval
all differed significantly between the Doppler and delay dis-
crimination trials. Statistically reliable differences between
subjects appeared in all measures except IPI. Stimulus con-
dition by subject interactions were statistically significant for
all signal parameters~see Table I!.

While individual differences account for the statistically
significant subject and subject by condition interactions~con-
sistent with data reported by Masterset al., 1991!, we wish
to highlight the task-dependent differences in sonar signals
and to relate these differences to the bats’ Doppler discrimi-
nation performance. Bats L-3 and I-10 showed higher Dop-
pler discrimination performance than bat F-20, and these two
bats produced sonar signals in this task that were longer in
duration, swept to a lower end frequency, and exhibited an
increase in the interpulse interval, compared with sounds
produced in the delay discrimination task. Bat F-20 showed
the opposite pattern in its vocalizations, with shorter mean
sound duration, shorter interpulse interval and higher end
frequency in the Doppler discrimination task than in the de-
lay discrimination task. Interestingly, this bat also showed
the poorest performance in the Doppler discrimination task.

For bats L-3 and I-10, an increase in sonar signal dura-
tion accompanied a drop in the end frequency, as illustrated
in Fig. 6 ~left!. Each panel shows data from each of the
individual bats tested under the Doppler~crosses! and delay
~open symbols! discrimination tasks. The data plotted in Fig.
6 are the same as those summarized in Fig. 4, with 240
signals measured for each bat~half in the Doppler and half in
the delay discrimination tasks!. In general, there is a ten-
dency for the longest signals to also contain the lowest end
frequencies, a trend that appears most clearly in the data
from bat L-3, the bat with the lowest Doppler discrimination
threshold. For bat F-20, sound duration and end frequency
under the two behavioral test conditions cluster more closely.

Figure 6~right! plots the relation between signal band-

FIG. 4. Sound duration data taken from individual Doppler discrimination
~left! and delay discrimination~right! trials for each of the three bats tested
~L-3, I-10, F-20!. Each panel displays duration measures taken from the first
15 sounds produced by the bat in the trial.

FIG. 5. Signal parameter measurements taken for each of the three bats
~L-3, I-10, F-20! tested in an echo Doppler-shift discrimination task~filled
bars! and in an echo delay difference discrimination task~open bars!. Pa-
rameters summarized are signal duration, duty cycle, interpulse interval,
beginning and end frequencies of the fundamental, and the bandwidth of the
fundamental. Each histogram summarizes mean and standard deviation for
120 echolocation calls.

TABLE I. Results of the analysis of variance~ANOVA ! on signal measures
~duration, beginning and end frequencies of the fundamental, bandwidth of
the fundamental, interpulse interval, and duty cycle! taken from sonar vo-
calizations produced in Doppler and delay discrimination test conditions.
The degrees of freedom~df! for the ANOVA are shown in the table. Aster-
isks indicate statistically significant differences in signal measures in the
two conditions, across subjects, and subject by condition interactions, with
the correspondingp values.

Condition df51,714 Subject df52,714 Interaction df52,714

F P-Value F P-Value F P-Value

Duration 206.21 ,0.001* 368.62 ,0.001* 83.27 ,0.001*
Begin fund 10.29 0.001* 116.15 ,0.001* 42.42 ,0.001*
End fund 91.66 ,0.001* 16.27 ,0.001* 61.73 ,0.001*
Bandwidth 0.65 0.419 127.36,0.001* 19.67 ,0.001*
IPI 2.99 0.001* 2.23 0.109 15.02 ,0.001*
Duty cycle 10.78 0.084 32.12,0.001* 6.24 0.002*
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width ~fundamental frequency! and duration in the Doppler
and delay discrimination tasks. Sounds produced by bats L-3
and I-10 show no correlation between bandwidth and dura-
tion. Bat F-20’s signals show an overall increase in band-
width with signal duration, and the sounds recorded in delay
discrimination trials tend to contain the largest bandwidths.

III. DISCUSSION

The results of this study demonstrate adaptive vocal be-
havior in the FM-bat,Eptesicus fuscus, for shaping the
acoustic information available in two distinct perceptual
tasks. The sounds produced by bats in the echo delay dis-
crimination task were brief and swept continuously from
high to low frequencies. By contrast, the longer signals used
by the bats for Doppler discrimination included a shallow
FM tail from approximately 28–25 kHz, similar to the signal
type described by Simmonset al. ~1975! and Kick ~1982!.
The differences in these sound characteristics produced by
the bat under different task conditions correspond to those
predicted by sonar/radar theory~Woodward, 1964; Simmons
and Stein, 1980; Skolnik, 1980; Mo”hl, 1988!.

An echo delay discrimination task requires that the bat
register the echo arrival time with high accuracy, and sonar
theory asserts that brief, broadband signals are best suited for
this task. Each frequency in the FM sweep provides a marker
for its time of arrival, and the broad bandwidth sharpens its

time-domain representation~Woodward, 1964; Simmons and
Stein, 1980; Skolnik, 1980; Menne and Hackbarth, 1986!.
Doppler discrimination requires that the bat detect frequency
changes in the echo, and a signal that remains at a compara-
tively stable frequency over time is best suited for this task
~Simmons and Stein, 1980; Skolnik, 1980; Altes, 1984!.
Thus the longer signals with the shallow FM tail, used by
Eptesicus fuscusfor Doppler discriminations, are better
suited for frequency discrimination than the shorter FM
sweeps used for echo delay discrimination.

The sounds produced byEptesicus fuscusin this Dop-
pler discrimination study are not typically observed in the
laboratory. To our knowledge, the only other reports of simi-
lar sonar signals recorded from this species in the laboratory
are those of Simmonset al. ~1975! and Kick ~1982!. Both
reports include qualitative descriptions of a shallow FM at
the end of the sweep, noting that the bat’s signals differed
from those typically observed in the laboratory. However,
these reports make no direct comparisons of signals pro-
duced by the same individual animals performing in different
tasks.

In this study, the two bats showing better overall perfor-
mance and lower thresholds in the Doppler discrimination
task showed similar patterns in vocal production that differed
in some respects from the third bat tested with the highest
Doppler discrimination threshold. The two bats with the
lower Doppler discrimination thresholds added the shallow
FM tail to their signals in the Doppler task, and this tail
resulted in a lower end frequency and longer duration sig-
nals. Bat L-3, the animal with the lowest Doppler discrimi-
nation threshold in this study, showed the strongest effect of
task on signal duration and end frequency. While L-3 and
I-10 showed similar, task-dependent patterns in signal dura-
tion and end frequency, they showed different patterns of
change in total first harmonic bandwidth with task. L-3 pro-
duced sonar signals with higher bandwidth in the Doppler
condition and I-10 produced signals with higher bandwidth
in the delay discrimination condition, because the start fre-
quencies of the FM sweeps used by these two bats in the
different tasks changed in opposite directions. The individual
differences in signal parameters used by the three bats in the
two tasks is consistent with the report of individual vocal
patterns presented by Masterset al. ~1991!.

Extensive field data fromEptesicus fuscushave not been
published, but we speculate here that the longer sonar sig-
nals, with a shallow FM tail, produced byEptesicusduring
the late search phase and early approach phase of insect pur-
suit ~Griffin, 1958!, may draw the same potential advantages
as signals used by CF-FM bats, namely fluttering prey detec-
tion and discrimination~e.g., Schnitzleret al., 1983; von der
Emde and Menne, 1989; Kober and Schnitzler, 1990!. In this
context, it is worth noting that FM bats can discriminate
between artificial wing beat stimuli that flutter at different
rates~Grosseteˆte and Moss, 1998; Roverudet al., 1991; Sum
and Menne, 1988!. Sum and Menne~1988! first postulated
that FM bats may perform this task by listening for a delay
difference between echoes from the stationary and moving
parts of the apparatus used to study flutter rate discrimina-
tion. The moving target produces a Doppler-induced echo

FIG. 6. Left panels: Signal end frequency~kHz! versus signal duration
~msec!. Right panels: Bandwidth of the fundamental~kHz! versus signal
duration~msec!. Both figures plot data separately for the three bats tested in
the Doppler~crosses! and delay~open circles! discrimination tasks. Each
bat’s plot includes 240 data points, 120 measures taken from signals pro-
duced in each of the two task conditions.
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delay shift, whose magnitude varies with the target’s veloc-
ity. The stationary parts of the apparatus return echoes at a
fixed delay, and thus, the echo delay difference between
moving and stationary target echoes increases with target
velocity. Grosseteˆte and Moss~1998! conducted acoustic
studies of FM sonar echoes from an artificial wingbeat simu-
lator and demonstrated that the magnitude of the Doppler-
induced delay difference between the moving and stationary
target echoes is influenced by the characteristics of the bat’s
sonar signals, in particular signal duration. Given the influ-
ence of signal duration on Doppler information, it is not
surprising that the bat in this study that performed the best in
the Doppler discrimination task also produced the longest
sonar signals.

In summary, we present here quantitative comparisons
of sonar signals produced by the same individual bats per-
forming in distinct perceptual tasks. The data show task-
dependent differences in sound duration and frequency struc-
ture of the bat’s echolocation sounds, and the changes
reported here for two bats are consistent with those predicted
by sonar/radar theory. These results suggest that the sounds
produced by echolocating bats may provide a window to
understanding the information processing requirements of a
given sonar task. Since we are limited by signal processing
techniques that do not tap into the perceptual salience of
signal changes to the bat, we can only speculate that more
subtle changes in sonar sounds may also occur which reflect
the bat’s active enhancement of sonar images.
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A model for the oscillation of gas bubbles encapsulated in a thin shell has been developed. The
model depends on viscous and elastic properties of the shell, described by thickness, shear modulus,
and shear viscosity. This theory was used to describe an experimental ultrasound contrast agent
from Nycomed, composed of air bubbles encapsulated in a polymer shell. Theoretical calculations
were compared with measurements of acoustic attenuation at amplitudes where bubble oscillations
are linear. A good fit between measured and calculated results was obtained. The results were used
to estimate the viscoelastic properties of the shell material. The shell shear modulus was estimated
to between 10.6 and 12.9 MPa, the shell viscosity was estimated to between 0.39 and 0.49 Pas. The
shell thickness was 5% of the particle radius. These results imply that the particles are around 20
times more rigid than free air bubbles, and that the oscillations are heavily damped, corresponding
to Q-values around 1. We conclude that the shell strongly alters the acoustic behavior of the
bubbles: The stiffness and viscosity of the particles are mainly determined by the encapsulating
shell, not by the air inside. ©2000 Acoustical Society of America.@S0001-4966~00!04903-1#

PACS numbers: 43.80.Qf, 43.25.Yw, 43.35.Mr@FD#

INTRODUCTION

Use of gas bubbles as contrast agents for medical ultra-
sound imaging was proposed by Gramiak and Shah in 1968.1

The interest in such agents has increased strongly during the
last ten years, and the first ultrasound contrast agents are now
on the market. Diameters of particles used in contrast agents
are limited by the diameters of capillaries in the cardiac
system2 to about 10mm, while the wavelength of diagnostic
ultrasound is typically around 500mm. Hence, the particles
are much smaller than the acoustic wavelength. Gas-
containing particles are used to obtain highly compressible
particles, as these give very high scattering cross sections
compared to other particles of the same size. In most agents,
the gas is stabilized toward dissolution by an encapsulating
shell or a membrane. This shell may stiffen the gas bubble,
and alter its acoustic properties.

The basis for a theoretical description of gas bubble os-
cillations comes from Lord Rayleigh,3 and gas bubbles in
acoustic fields have later been the subject of many studies.
Medwin4 gives an overview of linearized models for scatter
and absorption of sound from bubbles, while nonlinear
bubble oscillations are summarized by Prosperetti5 and in the
book by Leighton.6 Analytical7 and numerical8 studies have
shown that gas bubbles behave nonlinearly at fairly low
sound pressure amplitudes. This effect is used to detect
bubbles by receiving scatter at the second harmonic of the
transmit frequency, as proposed by Tucker and Welsby in
1968,9 and later demonstrated by Miller10 in 1981. Imaging

at the second harmonic frequency is today commonly used in
ultrasound contrast imaging.

Fox and Herzfield11 showed how an encapsulating shell
increases resonance frequency. Later, de Jong and Hoff12,13

measured this increased resonance frequency when studying
acoustic attenuation from the contrast agentAlbunex®. Hoff
and Sontum14 investigated an experimental contrast agent
from Nycomed, using a linear model based on bulk proper-
ties of the particles. Holmet al.15 incorporated these studies
into a model for the transmission and scatter of ultrasound
pulses in tissue. A more well-founded, nonlinear theoretical
model for shell-encapsulated bubbles was presented by
Church16 in 1995. Frinking and de Jong17 have presented a
phenomenological model describing the contrast agent
Quantison. All these studies show that the shell increases the
mechanical stiffness of the contrast agent particles, and that
shell viscosity increases sound absorption.

The aim of this paper is to apply Church’s well-founded
theoretical model to a contrast agent consisting of polymer-
shelled, air-filled particles, and to present a method to esti-
mate values for the viscoelastic shell parameters. Church’s
model16 is somewhat simplified, and calculations from this
model are compared with acoustic attenuation measurements
in the linear range. The results are used to estimate values for
the viscoelastic parameters of the shell material, parameters
that enter into the model but are not knowna priori. It is
further shown how the results can be used to calculate the
stiffness of the whole particle, the bulk modulus. This links it
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to results reported in a previous, phenomenological study.14

A version of the methods described in this paper has
also been applied to characterize the ultrasound contrast
agentSonazoidfrom Nycomed.18

I. COMPOSITION OF THE PARTICLES

The substance investigated in this study was prepared by
Nycomed ~Nycomed Amersham, Oslo, Norway! as an ex-
perimental contrast agent for medical ultrasound imaging.
The substance consists of air bubbles enclosed in a thin poly-
mer shell. Particle diameters are between 1 and 10mm.
Preparation and characterization of the particles are de-
scribed by Bjerkneset al.19 Figure 1 illustrates the composi-
tion of these polymeric microbubbles.

From the production process,19 it is estimated that the
ratio between polymeric shell material and total particle vol-
ume is constant, with 15% of the particle volume in the shell.
This gives a constant ratio between shell thickness and par-
ticle radius, where the shell thickness is 5% of the particle
radius.

II. THEORY

A. Equation of motion for the particles

The theoretical description of the particle oscillations is
based on Church’s model16 for Albunex®. He described air
bubbles enclosed in a solid, incompressible viscoelastic
shell. The shell is described by a shear modulusGS and a
shear viscositymS . The liquid surrounding the particles is
modeled as incompressible and Newtonian, with shear vis-
cosity mL . The shear modulusGS and viscositymS of a
polymeric material are in general frequency dependent. The
aim of this study was to characterize the contrast agent in the
frequency range most commonly used in diagnostic medical
imaging, from 1 to 8 MHz. It is assumed thatGS andmS are
constant within this range. It is further assumed that the shell
reduces surface tensions at the shell-liquid and shell–gas in-
terfaces, so that surface tension can be neglected.

Under these assumptions, a nonlinear equation of mo-
tion for the particle surface is
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Equation~1! is Church’s Eq.~12!. This has been rear-

ranged to identify the different terms better, using the con-
servation of mass relation for an incompressible shell;ȧ1a1

2

5ȧ2a2
2.

Equation~1! is the basis for the theoretical description of
the polymeric microbubbles investigated in this paper, using
shell thickness, viscosity, and shear modulus different from
those ofAlbunex. According to this description, the thickness
dS of the shell varies as the particle oscillates, so that the
shell volume is constant. The shell is thin compared to par-
ticle radius, and use of this,dS(t)!a2 , allows simplification
of Eq. ~1!.

The left side of Eq.~1! represents inertia: Terms multi-
plied with rS represent inertia of the shell, terms multiplied
by rL represent inertia of the liquid, andrS andrL are of the
same order of magnitude. The inertia terms are expanded in
the small parameterdS /a2 , keeping terms to the first order.
This simplifies the left side of Eq.~1! to

rLF ä2a2S 11
rS

rL

dS

a2
D1

3

2
ȧ2

2G . ~2!

Hence, the shell contributes to the inertia of the oscillating
bubble through a term of orderdS /a2 , which can be ne-
glected.

The right side of Eq.~1! represents restoring stiffness
and damping viscous forces. The first three terms are known
from the Rayleigh–Plesset equation for unshelled bubbles.
The last two terms represent viscous and elastic forces due to
movement and tension in the shell. The shell is thin, and
terms of orderdS /a2 are neglected. This reduces the last two
terms in Eq.~1! to

4mS

VS

a2
3

ȧ1

a1
'12mS

a1e
2 dSe

a2
3

ȧ1

a1
, ~3a!

4GS

VS

a2
3 S 12

a1e

a1
D'12GS

a1e
2 dSe

a2
3 S 12

a1e

a1
D , ~3b!

wheredSe is the shell thickness at rest. The shell viscosity
and elasticity terms contain relative shell thicknessdSe/a2

FIG. 1. Drawing of the investigated polymer-encapsulated air-filled par-
ticles.
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multiplied with viscous and elastic shell propertiesmS and
GS . The resulting terms may become large compared to
other pressure terms. Hence, while the shell contribution to
inertia is small and neglected, the contributions from the
shell to stiffness and viscosity depend onGS and mS , and
must be considered.

The result of these simplifications is a version of Eq.~1!,
suitable when the encapsulating shell is thin compared to the
particle diameter

rLS ä2a21
3

2
ȧ2

2D5pgeS a1e

a1
D 3k

2p`~ t !24mL

ȧ2

a2

212mS

a1e
2 dSe

a2
3

ȧ1

a1

212GS

a1e
2 dSe

a2
3 S 12

a1e

a1
D . ~4!

Equation~4! contains both inner radiusa1 and outer radius
a2 of the shell. It is reduced to an equation in outer radius
a5a2(t) alone by setting

a1e

a1
'

a2e

a2
S 11S dSe

a2e
2

dS

a2
D D'

a2e

a2
5

ae

a
. ~5!

At equilibrium, the pressure in the gas inside the bubble is
assumed to be equal to the hydrostatic pressure in the sur-
rounding liquid,pge5p0 . This means that there is no tension
in the shell at equilibrium. The pressurep` far from the
bubble is the sum of the atmospheric pressurep0 and the
incoming acoustic pressurepi(t).

All these assumptions lead to the following reduced
equation of motion, containing outer particle radiusa(t) as
the only variable,

rLS äa1
3

2
ȧ2D 5p0S S ae

a
D 3k

21D 2pi~ t !

24mL

ȧ

a
212mS

dSeae
2

a3

ȧ

a

212GS

dSeae
2

a3 S 12
ae

a
D . ~6!

To simulate bubble oscillationa(t) as a response to an ap-
plied acoustic pressure fieldpi(t), the elastic and viscous
shell parametersGS and mS must be determined. The shell
material is not easily made in bulk quantities that allow con-
ventional measurements of elastic properties. Instead,GS

and mS are estimated from measurements of ultrasound ab-
sorption in a particle suspension.

B. Linearization

The parametersGS andmS are estimated from acoustic
measurements at low pressure amplitudes. Here, the oscilla-
tion is linear and Eq.~6! is solved analytically. The particle
radiusa(t) is written

a~ t !5ae~11x~ t !!, ux~ t !u!1. ~7!

Equation ~6! is expanded in the radial displacementx(t),
keeping terms to the first order inx. This gives a simple
linear equation for the forces acting on the surface of the
particle

maeẍ1Raeẋ1saex524pae
2pi~ t !, ~8!

with coefficients

m54prLae
3, s54paeS 3kp0112GS

dSe

ae
D ,

~9!

R54paeS 4mL112mS

dSe

ae
D .

Equation~8! is best handled in the frequency domain. Fou-
rier transformation yields

~v0
22v21 ivv0d!x̂~v!52

1

rLae
2

p̂i~v!, ~10!

with coefficients

v0
25

s

m
5

1

rLae
2 S 3kp0112GS

dSe

ae
D , ~11a!

d5
R

v0m
5dL1dS , dL5

4mL

v0rLae
2

, dS5

12mS

dSe

ae

v0rLae
2

.

~11b!

In previous work, several slightly different definitions of the
damping constantd are found. The definition used here is the
same as that used by Church, but differs by a factorv/v0

from those used by Medwin4 and Leighton.20

The linear resonance frequencyf 0 of the shell-
encapsulated bubble is

f 05
v0

2p
5

1

2pae
A 1

rL
S 3kp0112GS

dSe

ae
D . ~12!

Compared to the free bubble, the shell increases resonance
frequency through the shear modulusGS , by increasing the
stiffness of the bubble. Without a shell, whendSe50, and
under adiabatic conditions, whenk5g, Eq. ~12! reduces to
the well-known Minnaert resonance frequency21 for gas
bubbles.

From Eq.~10! the radial oscillationx̂(v) as function of
acoustic pressurep̂(v) is found,

x̂~v!5
1

V2212 iVd

p̂i~v!

rLv0
2ae

2 , V5
v

v0
. ~13!

C. Acoustic attenuation and scatter

The increased attenuation caused by adding contrast
agent particles to a liquid is given by the extinction cross
sectionse defined by

se~a,v!5
PA~a,v!

I i~v!
5

PA~a,v!

u p̂i~v!u2/~2rLc!
, ~14!

wherePA(a,v) is the power absorbed by the oscillating par-
ticle, and I i(v) is the intensity of the incoming acoustic
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field. The power absorbed by the particle is found from Eqs.
~8!, ~10!, and~11b! to be

PA~a,v!5 1
2 mv0v2ae

2dux̂~v!u2. ~15!

Insertion of the expression forx̂(v) from Eq. ~13! gives the
extinction cross sectionse(a,v) of one particle,

se~a,v!54pae
2 cd

aev0

V2

~12V2!21V2d2
. ~16!

At low concentrations, the oscillations of the different par-
ticles do not interact. The power absorbed by a particle sus-
pension is the sum of the power absorbed by the individual
particles. This gives acoustic attenuationa~v! per unit dis-
tance in decibels,

a~v!510 log10~e!E
0

`

se~a,v!n~a!da@dB#, ~17!

where n(a)da is the number of particles per unit volume
with radius in (a,a1da).

Medwin4 and Church16 give expressions for the scatter-
ing cross sections of bubbles. Applied on these thin-shelled
bubbles, this gives the scattering cross sectionsS(ae ,v) as

sS~ae ,v!54pae
2 V4

~V221!21V2d2
. ~18!

Both normalized frequencyV and damping constantd de-
pend on the viscoelastic properties of the shell, as defined in
Eqs.~13!, ~11a!, and~11b!.

D. Thermal and acoustic damping

The calculations have assumed an incompressible liquid,
not including losses from acoustic radiation and from ther-
mal conduction in the gas. More complete treatments of os-
cillating bubbles, including such damping terms, are avail-
able for bubbles without a shell.22–25 Church16 provides
simplified expressions for these terms in the frequency do-
main.

Devin22 calculated the viscous, acoustic, and thermal
damping constants of bubbles oscillating at small amplitude
at resonance. These calculations also give an expression for
the polythropic exponentk. Eller26 extended this work to
give expressions for the damping constants off resonance.

The polythropic exponent and thermal damping constant
of the shell-encapsulated particles are found from Devin’s
Eqs.~49! and~50!. These give the relation between the driv-
ing acoustic pressurep̂i(v) and the volume changev̂(v) for
a gas bubble as

v̂~v!

p̂i~v!
52

Ve

p0
F~ae ,v!, ~19!

where

F~ae ,v!5
1

g S 11
3~g21!

X2 ~X cothX21! D , ~20a!

X~ae ,v!5aeAivrgCp

Kg
, ~20b!

and Ve is the equilibrium volume of the bubble.X(ae ,v)
depends on the thermodynamic properties of the gas:rg is
the density,Cp is the heat capacity at constant pressure,Kg

is the thermal conductivity, andg is the adiabatic constant of
the gas.

The thermal damping constantd th and the polythropic
gas exponentk are identified from Eq.~19!. The acoustic
damping constantdc is found from Eller.26 The total damp-
ing constantd tot is the sum of all damping terms. This gives
the following expressions for the polythropic exponent and
the total damping constant,

k5ReS 1

F~ae ,v! D , d th5
1

vv0

3p0

rLae
2 ImS 1

F~ae ,v! D ,

~21a!

dc5
v

v0

vae

c
, d tot5dL1dS1dc1d th . ~21b!

Damping from liquid viscositydL and from the shelldS are
defined in Eq.~11b!.

The thermal damping constantd th was derived for a
bubble without a shell, looking at temperature variations in
the gas, with the liquid acting as a heat reservoir of constant
temperature.22 Using this model on the shelled bubble means
assuming the shell to have the same constant temperature as
the liquid. Hence, heat generation in the shell during oscilla-
tions is neglected. This assumption seems fair, as the heat
capacity per volume of the shell is of the same order of
magnitude as water, and about three orders of magnitude
greater than the heat capacity per volume of air.27

Thermal and acoustic damping were not part of the deri-
vation of the equations of motion, Eqs.~6! and ~10!. These
extra damping terms can be added to the linearized expres-
sions for extinction and scattering cross sections, Eqs.~16!
and ~18!, by replacingd from Eq. ~11b! with d tot from Eq.
~21b!.

III. EXPERIMENTAL METHOD

A. Particle size distribution

Particle size distributions were measured using a
Coulter Multisizer~Coulter Electronics, Luton, UK!. The ef-
fect of varying particle size was investigated by removing
the larger particles by a flotation technique. Particle samples
were injected into a glass tube and left at rest for a specified
time. The flotation speed of gas bubbles increases with di-
ameter. By extracting particles from the bottom of the tube
after varying flotation times, samples of varying size distri-
bution were obtained. Particle samples were harvested after
30, 60, 120, and 180 min flotation time. The resulting size
distributions, measured with theCoulter Multisizer, are
plotted in Fig. 2, showing how the procedure produced par-
ticle samples of successively smaller size.

B. Acoustic attenuation spectra

Acoustic attenuation was measured using a method simi-
lar to that described by de Jonget al.12 The measurement
setup is shown in Fig. 3. The equipment consists of a pulser/
receiver~Panametrics 5800PR, Panametrics, Inc., Waltham,
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MA !, a coaxial cable relay for selecting transducers~CX-
600N, Toyo Tsusho Electric Co. Ltd., Japan!, two transduc-
ers ~Panametrics Videoscan V382-SU and V326-SU!, and a
digital oscilloscope ~LeCroy9410, LeCroy Corporation,
Chestnut Ridge, NY!. The pulser/receiver and oscilloscope
were connected to a PC-type computer via a GPIB board
~National Instruments, Inc., Austin, TX!. The coaxial relay
was controlled over a PC-DIO24 digital in/out board~Na-
tional Instruments, Inc.!. The measurement system was con-
trolled and digitized results were acquired usingLABWIN-

DOWS software~National Instruments, Inc.!.
The two transducers were broadband and unfocused, one

with center frequency 3.5 MHz and 13 mm aperture diam-
eter, the other with 5.0 MHz center frequency and 10 mm
aperture. They were mounted in parallel in a water tank
made of Perspex. A sample cell with thin rubber membranes
acting as acoustic windows was placed 10 cm from the trans-
ducer faces. The back wall of the water tank was used as an
acoustic reflector, at a distance 15 cm from the

transducer faces. The length of the sample cell was 3.15 cm.
The sample cell was filled with 55 mlIsoton II ~Coulter
Electronics Ltd.!, and samples of contrast agent were diluted
in this. Sensitivity and signal-to-noise ratio were optimized
by varying the dilution, depending on the size distribution of
the sample investigated. Best results were obtained for dilu-
tions giving acoustic attenuation around 3 dB/cm. This re-
sulted in dilution factors between 1:2500 and 1:250, depend-
ing on the particle sample. Acoustic attenuation was verified
to vary linearly with particle concentration, and all results
were scaled to a standardized dilution of 1:1000.

The measurement sequence was as follows: The trans-
ducers were excited by short pulses from the pulser/receiver,
sending broadband ultrasound pulses through the sample cell
at 50 pulses per second. The pulses were reflected at the back
wall of the water tank, and received by the transmitting
transducer after traversing the sample cell twice. This gives a
total sound path length through the sample cell of 6.3 cm.
The received signals were amplified in the receiver section of
the pulser/receiver and transferred to the oscilloscope. The
oscilloscope was set to display only the reflection from the
back wall of the chamber, by using delayed trigger and time
gating. The pulses were digitized in the oscilloscope at a
sampling rate of 25 Msa/s, averaged over 50 successive
pulses, and transferred over the general purpose interface bus
~GPIB! to the computer. Figure 4 shows an example of re-
ceived pulses and their power spectra, without and with con-
trast agent particles in the sample cell.

Signal processing of the received pulses was done in the
computer usingMATLAB software ~The Math Works, Inc.,
Natick, MA!. Power spectra were calculated from fast Fou-
rier transform~FFT! and the part of the spectrum containing
useful information for each transducer was singled out: The
3.5-MHz transducer was used between 1.5 and 5.0 MHz, the
5.0-MHz transducer between 2.5 and 8.0 MHz. The overlap
region, where both transducers provided spectral informa-

FIG. 2. Size distribution of particle samples, plotted as relative volume of
particles permm. ~1! is the original particle distribution,~2! to ~5! are
samples extracted from the bottom of a glass tube after flotation:~2! is after
30 min, ~3! after 60 min,~4! after 120 min, and~5! after 180 min flotation
time.

FIG. 3. Setup for measuring acoustic attenuation spectra.

FIG. 4. Example of pulses measured with the 3.5-MHz transducer. The left
diagrams show pulses received after reflections from the back wall, travers-
ing the sample cell twice: The upper pulse is from a reference measurement
with no particles in the sample cell, the lower pulse is received with a
contrast agent sample present in the sample cell. The right diagram shows
the power spectra of the two pulses. This 3.5-MHz transducer was used to
evaluate spectra in the frequency range from 1.5 to 5.0 MHz.

2276 2276J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 Hoff et al.: Oscillations of polymeric microbubbles



tion, gave a test of the validity of the results, as the different
transducers should give equal results here. The power spectra
measured with contrast agent particles present were normal-
ized by dividing them with the spectra measured without
contrast agent in the sound path. This corrected for the fre-
quency responses of the transducers and for propagation path
characteristics.

IV. RESULTS

A. Attenuation spectra

Acoustic attenuation spectra were measured on the par-
ticle samples shown in Fig. 2. The results are plotted in Fig.
5. The attenuation spectra are normalized to standardized
dilution 1:1000. These results show how the overall attenu-
ation level is reduced, the resonance frequency increased,
and the spectrum broadened as the larger particles are re-
moved. In the region covered by both transducers, from 2.5
to 5.0 MHz, the curves from the different transducers over-
lap.

B. Estimation of shell parameters

The viscoelastic parametersGS andmS of the shell were
estimated by comparing theoretically calculated acoustic at-
tenuation spectra with the measured spectra plotted in Fig. 5.

The theoretical spectra were calculated from the linear-
ized model described above, using the measured size distri-
butions shown in Fig. 2. Acoustic attenuationa~v! in deci-
bels was calculated from Eqs.~16! and ~17!, using the total
damping constant from Eq.~21b!. The integral in Eq.~17!
was replaced by a sum over the 64 logarithmically spaced
Coulter Multisizerchannels, spanning diameters from 1 to 30
mm,

a~v!5 log10~e!(
k51

64

se~ak ,v!nk @dB#. ~22!

Here,ak is the geometric mean radius ofCoulter Multisizer
channelk andnk is the number of particles per unit volume
counted in channelk.

The equation of motion, Eq.~6!, contains the viscoelas-
tic shell parametersGS and mS only as products of the pa-
rameters and the relative shell thickness,GSdSe/ae and
mSdSe/ae . The shell thickness was estimated to 5% of the
particle radius, as described in Sec. I, giving

dSe

ae
50.055constant. ~23!

The exact value of the ratiodSe/ae is not critical for the
modeling; it enters into the calculations as a simple scaling
of GS andmS . It is assumed that all particles are equal, that
is, have the same shell material propertiesGS and mS and
relative thicknessdSe/ae .

The values ofGS and mS were estimated by adjusting
their values to minimize summed square difference between
the measured and calculated spectra. The parameter values
were then varied around these first estimates, and measured
and calculated spectra were compared by visual inspection
and by calculating the residual. The values ofGS and mS

were adjusted until the fit between measured and calculated
spectra was judged unacceptable. This corresponded to a
doubling of the summed square error between measured and
calculated spectra, and was selected as limits for the confi-
dence intervals ofGS andmS .

This procedure was repeated for three different produc-
tion batches of the polymeric microbubbles. Results for the
individual batches are given in Table I. The differences be-
tween the three batches are close to the uncertainty estimates
for each batch. The differences are judged as significant, and
may be caused by variations in production parameters be-
tween the batches.

The theoretically calculated attenuation spectra for one
of the batches is plotted in the same graph as the measured
spectra, Fig. 5. The theoretical spectra for the four larger
particle samples,~1! to ~4!, fit very well to the measured
spectra. The attenuation calculated for the smallest sample
~5! is higher than the measured value. Microscopic images
and comparisons of polymer and particle volume19 indicate
that the samples contain a very small fraction of small frag-
ments of solid polymer material. These fragments will show
up as small particles on theCoulter Multisizer, but have
minimal effect on the attenuation. This may explain the re-
duced attenuation of the smallest size fraction.

FIG. 5. Acoustic attenuation spectra measured on the samples displayed in
Fig. 2. Solid lines are measured attenuation. Dashed lines show acoustic
attenuation spectra calculated from size distributions, using the described
theory. The viscoelastic propertiesGS and mS were adapted to the best fit
between measured and calculated attenuation spectra. This result is for batch
~a!, see Table I.

TABLE I. Values for parameters estimated for the three different batches of
polymer-encapsulated air bubbles,~a!, ~b!, and~c!. Shell thicknessdSe was
estimated from production process parameters and electron microscopy
~Ref. 19! to 5% of particle radius for all samples. The viscoelastic shell
parametersGS and mS and the particle bulk modulusKp were estimated
from acoustic measurements.

Batch
Shear modulus

GS@MPa#
Shear viscosity

mS@Pas#
Bulk modulus

Kp@MPa#

~a! 10.661.0 0.3960.04 2.260.3
~b! 11.661.2 0.4860.05 2.460.3
~c! 12.960.9 0.4960.03 2.760.2

2277 2277J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 Hoff et al.: Oscillations of polymeric microbubbles



C. Damping constants

The total damping constantd tot is the sum of several
damping terms, see Eq.~21b!. The contribution from each of
these terms is plotted in Figs. 6 and 7, for particle diameters
4 and 8mm. The value ofdS is calculated from the value of
mS estimated from the measurements. The curves show that
shell viscosity is the dominating damping mechanism for
frequencies below 10 MHz.

Contributions from acoustic and thermal damping were
not included in the derivation of the equation of motion~6!.
The curves in Figs. 6 and 7 indicate that these are not very
important at frequencies below about 10 MHz. Acoustic
damping starts to play a role only for frequencies above
about 10 MHz for particles with diameter below 8mm.

D. Particle stiffness

The bulk modulusKp expresses the stiffness of the
whole particle, composed of gas-filled interior and surround-
ing shell. It is informative to compare this particle stiffness

with the bulk moduli of known materials. Bulk modulusKp

and bulk viscositymp are defined from the relation

Dp52Kp

DV

Ve
2mp

d

dt S DV

Ve
D , ~24!

wereDp is the applied pressure,DV is the change in particle
volume, andVe is the equilibrium volume. For the polymeric
microbubbles, expressions forKp andmp are found from Eq.
~8! to

Kp5kp014GS

dSe

ae
, mp54mS

dSe

ae
. ~25!

The bulk modulus for a polythropic gas isKg5kp0 . Com-
pared to the free gas bubble, the bulk modulus of the shell-
encapsulated particles increases due to the shear modulus of
the shell. Bulk moduli for the polymeric microbubbles are
estimated by inserting the values forGS into Eq. ~25!. This
results in values forKp of around 2.5 MPa, see Table I.Kp

and mp are independent of the particle diameter when the
ratio between shell thickness and particle diameter is con-
stant. The value ofKp estimated for the polymeric mi-
crobubbles is compared with other materials in Table II. Ac-
cording to these results, the polymeric microbubbles are
approximately 20 times stiffer than free gas bubbles. The
stiffness of the particles is mainly determined by the shell,
not by the air inside. The polymeric microbubbles are, how-
ever, 1000 times more compressible than water.

When the particles are described by their bulk modulus
Kp , the resonance frequencyf 0 from Eq. ~12! can be ex-
pressed in a simple form analogous to the result by
Minnaert,21

f 05
1

2pae
A3Kp

rL
. ~26!

E. Resonance frequency and scattering cross section

Increased particle stiffness from shell elasticity causes
the resonance frequency to increase. Increased damping from
shell viscosity broadens the resonance peak and increases
sound absorption. The resonance frequency calculated from
Eq. ~12! is compared with results for free gas bubbles; results
are plotted in Fig. 8. The resonance frequency of the poly-
meric microbubbles was found to be approximately four
times higher than what is expected for air bubbles of the
same diameter.

The scattering cross section is calculated from Eq.~18!.
Figure 9 shows dependence on diameter, at frequency 3.5
MHz, while Fig. 10 shows dependence on frequency for par-

FIG. 6. Dimensionless damping constants for a polymeric microbubble with
diameter 4mm as function of frequency. Contribution from liquid viscosity
dL , shell viscositydS , acoustic radiationdc , thermal conduction in the gas
d th , and the total dampingd tot5dL1dS1dc1dth . The shell viscosity was set
to mS50.48 Pas.

FIG. 7. Dimensionless damping constants for a polymeric microbubble with
diameter 8mm as function of frequency. Contribution from liquid viscosity
dL , shell viscositydS , acoustic radiationdc , thermal conduction in the gas
d th , and the total dampingd tot5dL1dS1dc1dth . The shell viscosity was set
to mS50.48 Pas.

TABLE II. Particle stiffness. Bulk modulus of the investigated polymer-
shelled particles compared with other substances.

Substance
Bulk modulus

K @MPa#

Air ~isothermal! 0.10
Air ~adiabatic! 0.14
Polymer-shelled air bubbles 2.5
Water 2250
Steel 160 000
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ticles with diameters of 4 and 8mm. Scattering cross sections
of air bubbles without shells are plotted in the same diagrams
for comparison. Figure 9 corresponds to Fig. 8 in Church’s
article.16 Figures 9 and 10 show how the resonance fre-
quency increases and the resonance peak broadens and al-
most disappears, due to the viscoelastic polymeric shell.

V. DISCUSSION

Shell thickness

A critical assumption for the estimation of the viscoelas-
tic shell parameters is that the ratio between shell thickness
and particle radius is constant. The basis for this assumption
is the production process for the particles:19 A droplet with a
constant fraction of dissolved polymeric material is con-
verted to one air-filled, polymer-shelled microbubble, with
proportionality between initial droplet size and resulting mi-
crobubble size. The good agreement between experimental
and theoretical attenuation spectra supports this assumption.

The model was tested by assuming a constant shell
thickness instead of constant ratio between shell thickness
and radius. This gave poor agreement between measure-

ments and calculations for any combination ofGS andmS ,
supporting the assumption that shell thickness varies with
particle diameter.

Another critical assumption is that all particles of the
same size are equal: the shell thickness is uniquely deter-
mined by particle diameter, and the values of the viscoelastic
material parameters of the shell are equal for all particles.
Particle characterization methods19 have not shown varia-
tions in shell thickness between particles of the same size.
This supports the assumption. If there are variations in shell
thickness or viscoelastic parameters, this would typically
cause overestimation of the shell viscositymS : the resulting
broadening of the resonance peak could be interpreted as
being caused by an increased damping of the oscillating par-
ticle.

VI. SUMMARY

A model has been developed describing oscillations of
gas bubbles encapsulated in a thin polymer shell. The model
depends on viscoelastic parameters of the shell material that
are not knowna priori. A linearized version of the model
was used to estimate the shell material properties shear
modulus and shear viscosity from acoustic attenuation spec-
tra. Good agreement between experimental and theoretical
results was found. The results show that the polymer shell
increases particle stiffness 20 times compared to a free gas
bubble.
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FIG. 9. Scattering cross section for polymer-encapsulated air bubbles~solid
lines! compared with air bubbles without shells~dashed line!. Curves are
calculated for frequency 3.5 MHz. The two curves for the polymeric mi-
crobubbles correspond to the two parameter combinationsGS510.6 MPa,
mS50.39 Pas andGS512.9 MPa,mS50.49 Pas. See Table I.

FIG. 10. Scattering cross section as function of frequency. Calculated for
polymer-encapsulated air bubbles~solid lines! and for air bubbles without
shells ~dashed lines! with diameters 3 and 8mm. The two curves for the
polymeric microbubbles correspond to the parameter combinationsGS

510.6 MPa,mS50.39 Pas andGS512.9 MPa,mS50.49 Pas. See Table I.

FIG. 8. Calculated resonance frequency as function of particle diameter.
The solid lines show the values found for the bubbles encapsulated in a
polymeric shell, while the dashed line shows values calculated for free air
bubbles. The two curves for the polymeric microbubbles correspond to the
parameter valuesGS510.6 andGS512.9 MPa. See Table I.
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The application of ultrasound contrast agents aims to detect low velocity blood flow in the
microcirculation. To enhance discrimination between tissue and blood containing the contrast agent,
harmonic imaging is used. Harmonic imaging requires the application of narrow-band signals and
is obscured by high levels of native harmonics generated in an intervening medium. To improve
discrimination between contrast agent and native harmonics, a pulse inversion technique has been
proposed. Pulse inversion allows wide-band signals, thus preserving the axial resolution. The
present study examines the interference of native harmonics and discusses the practical difficulties
of wide-band pulse inversion measurements of harmonics by a single transducer. Native harmonics
are not eliminated by pulse inversion. Furthermore, only even harmonics remain and are amplified
by 6 dB, alleviating the requirement for selective filtering. Finally, it is shown that the
contaminating third harmonic contained in the square wave activation signal leaks through in the
emitted signal. The spectral location of the contaminating third harmonic is governed by the
transducer spectral characteristics while the location of the native and contrast agent second
harmonics is not. Thus the contarninating third harmonic and the native and contrast agent second
harmonics may overlap and interfere. Optimal discrimination requires a balance between maximal
sensitivity for the second harmonic at reception and minimal interference from the contaminating
third harmonic. ©2000 Acoustical Society of America.@S0001-4966~00!06003-3#

PACS numbers: 43.80.Vj, 43.80.Qf, 43.58.Ry, 43.60.2c @FD#

INTRODUCTION

Conventional ultrasound techniques have shown their
value in many clinical and diagnostic applications. The tech-
niques provide excellent information about both anatomy
and blood flow. Because of the low echogenicity of blood
compared to tissue, however, blood flow can only be mea-
sured with ultrasound if there is a clear velocity or spatial
differentiation between blood and tissue. This is obviously
not the case for perfusion of tissue or tumors, which involves
slow flow in the smallest vessels of the microcirculation,
beyond the resolution of the ultrasonic equipment.

In the past, the assessment of tissue perfusion with ul-
trasound has been an objective for many studies.1–3 None of
the proposed methods, however, has demonstrated to be as
promising as the methods employing ultrasound contrast
agents. Next to tissue4,5 or tumor6–10 perfusion assessment,
which is the ultimate aim in the application of ultrasound
contrast agents, these agents have proven their value in many
other applications, e.g., the enhancement of Doppler
signals,11 small vessel delineation12 or the delineation of
heart cavities.4

It is an established fact that a successful use of the con-
trast agents for tissue perfusion assessment requires new
techniques and processing based on radio frequency~RF!
signals.13–15 All of these techniques aim at an even better
discrimination between blood containing the agent and tis-
sue.

Maybe the most familiar technique nowadays is har-
monic imaging,16–18which is already incorporated in a num-

ber of commercial scanners. This technique uses the property
of nonlinear scattering, which a microbubble exhibits when
excited at its resonance frequency with sufficiently high
pressure amplitudes, which are well within the diagnostic
range. Nonlinear scattering introduces harmonics in the ul-
trasound signal. These harmonics, the second harmonic in
particular, are claimed to be of considerable
strength.16,17,19–21The concept of harmonic imaging is to dis-
play selectively the amplitude of the second harmonic signal,
which is supposed to reveal the presence of the contrast
agent. Although theoretical studies indeed report of a re-
markable physical harmonic response of the contrast
agent,22,23 recent studies show that this response will be lim-
ited when using a single transducer ultrasound system due to
transducer sensitivity limitations,24 not even when wide-band
transducers are used. Moreover, tissue distorts the propagat-
ing ultrasound nonlinearly and the subsequently appearing
native harmonics interferes with the contrast agent intrinsic
harmonics.24–26 In fact, the native harmonic is of such a
strength that a new technique, called native or tissue har-
monic imaging,27–30 has evolved in which the amplitude of
the generated native harmonic signals is displayed. Although
the contrast agent intrinsic harmonics is commonly higher
than the native harmonics and hence does improve contrast,
the formation of native harmonics limits the power of the
harmonic imaging technique to discriminate between tissue
and blood and to analyze the data quantitatively.

One of the latest technical improvements for harmonic
imaging is called pulse inversion. Pulse inversion claims to
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solve two important limitations of harmonic imaging. First of
all, pulse inversion should provide a better discrimination
between tissue and blood.25 Second, it overcomes the re-
quirement of the application of a narrow-band signal for har-
monic imaging in order to be able to distinguish and separate
the fundamental and harmonic components from each other.
As a consequence also the axial resolution is preserved.

The present paper focuses on the practical aspects of the
pulse inversion technique, taking into account properly
amongst others~1! interference from other sources of har-
monics and~2! single transducer measurement of the RF
signal response to pulse inversion insonification. In the first
section, concepts will be discussed to illustrate the practical
aspects. First the different sources of harmonics are briefly
reviewed. Next, the attribution of the harmonics originating
from nonlinear distortion of ultrasound by tissue is ex-
plained. Finally, the limitations of wide-band transducer ac-
tivation and proper interpretation of the received harmonic
signal response is addressed. In the following sections, the
concepts will be validated by experiments. In the last sec-
tions the results are presented and discussed, and finally, the
conclusions of the present study are summarized.

I. CONCEPTS

Sources of harmonics

In the present study three different types of harmonics
will be distinguished, which originate from different pro-
cesses:~1! contrast agent intrinsic harmonics,~2! native or
tissue harmonics, and~3! contaminating harmonics. The con-
trast agent intrinsic harmonics is due to the nonlinear scat-
tering by the microbubbles,22 which occurs if a microbubble
is excited near its resonance frequency at sufficiently high
pressure amplitudes. Native harmonics is caused by nonlin-
ear distortion of the ultrasonic wave when it propagates
through a medium. The positive half cycles of this wave
experience a different acoustic velocity than the negative half
cycles, which causes the wave to become deformed.31–33Fi-
nally, the contaminating harmonics is contained in the emit-
ted signal itself. Most commercial scanners use a square
wave to activate the transducer in order to attain sufficiently
high pressure amplitudes. The odd harmonics in the square

wave activation signal leaks through in the emitted signal,
especially for wide-band transducers used nowadays.24

Native harmonics and pulse inversion

To show the influence of the native harmonics to the
pulse inversion concept the nonlinear distortion of an acous-
tic wave propagating in a medium is analyzed based on el-
ementary considerations for a plane wave approximation.
The plane wave approximation is suitable for the focal re-
gion of more realistic ultrasonic beams. Equation~1! shows
the wave equation, describing the particle displacement
j(x,t) in a medium for the linear case for one dimension,

]2j

]t2 5c0
2 ]2j

]x2 . ~1!

In this equationc0 is the acoustic wave propagation velocity
in the medium andt and x denote time and place, respec-
tively. In the nonlinear case the acoustic velocity no longer
can be regarded as a constant. Disregarding dissipation, the
acoustic velocityc(t) is a function of the particle velocity
u(x,t), with u5(]j)/(]t), given by Eq.~2!,32,33

c~ t !5c0•S 11
B

2A
•

u~x,t !

c0
D 11~2A/B!

. ~2!

Here, B/A is the nonlinearity parameter of the medium.34

Substitution of Eq.~2! in Eq. ~1! provides a nonlinear differ-
ential equation. In the nondissipative case and for an initial
sinusoidal motion, given by the boundary conditionu(0,t)
5u0•sin(v•t), the explicit solution of this equation is given
by33

u~ t,x!52u0•(
n51

`
Jn~nx/L !

nx/L
•sin@n~vt2kx!# x,L,

~3!

with k5v/c0 , Jn the Bessel function of the first kind of
ordern, andL the discontinuity distance given by

L5
2c0

2

S B

A
12D •v•u0

. ~4!

FIG. 1. Gradual distortion of an initial sinusoidal plane wave~solid line! and inverted sinusoidal wave~dashed line! as a function of time measured at a fixed
location from the source.~a! At the source,~b! at 4 cm, and~c! at 8 cm from the source. Also shown, at the bottom of each figure, is the pulse inversion residue
signal, which is the sum of the inverted and noninverted distorted waves.
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Figure 1~a! shows an initial sinusoidal wave, traveling in
water (c051480 m/s, B/A55.2), with a frequency of 3
MHz and a particle velocity amplitude based on a pressure
amplitude of p05500 kPa. Figure 1~b! and ~c! show the
gradual distortion of this wave, at distances of 4 and 8 cm
from the source. Also shown in each figure are the same
results for an initially inverted sinusoidal wave and the sum
of this and the noninverted signal. As can be observed, this
residue signal equals zero at the source, which is to be ex-
pected. However, as the wave becomes gradually distorted a
residue signal evolves. This residue signal has a carrier fre-
quency that is doubled with respect to that of the distorted
pulses. Consequently, it appears as though the residue signal
contains only the even constituents of the harmonics that
appears in the distorted signal itself. Because of the summa-
tion, the amplitude of the even harmonics is amplified by a
factor 2 ~6 dB! in the residue signal. As can be observed in
Fig. 1~b! and~c!, the level of the residue signal is substantial,
indicating that a considerable native harmonic contribution
has to be expected in pulse inversion experiments if contrast
agents are employed.

Limitations to transducer wide-band excitation

In addition to the distinction in contrast agent intrinsic,
native, and contaminating harmonics, another difference has
to be made, namely the difference between the physical level
and actual observed level of these harmonics. Many studies
focus on the physical response of a microbubble based on
theoretical predictions,19,22,23which might not be obtained in
practice.22,24 In most experimental studies, the harmonic re-
sponse is measured with separate transducers for emission
and reception.5,19,22,35,36Then each transducer may have an
optimal sensitivity for the frequency of interest, thus giving
the most reliable representation of the physical harmonic re-
sponse. In more realistic measurements using a single
transducer,17,18,20however, the spectral sensitivity character-
istics of the transducer govern the harmonic response that
can be observed.24

Pulse inversion aims at the application of wide-band sig-
nals in order to maintain the axial resolution. For wide-band
activation ~single period! another problem arises which is
also due to the transducer spectral characteristics. In order to
obtain a sufficiently high harmonic response at reception it is
necessary to drive the transducer below its resonance
frequency.24 For wide-band activation signals, however, it is

not possible to drive the transducer effectively at a frequency
that differs substantially from the transducer resonance fre-
quency.

To clarify the above problem, computer simulations are
performed for a 3-MHz transducer with an assumed
Gaussian-shaped spectral sensitivity distribution and a
26-dB roundtrip bandwidth of 30%~0.9 MHz! of the reso-
nance frequency~42% single trip!. This is approximately
identical to the transducer employed in the experimental part
of the present study. A single period, square wave activation
pulse is simulated and filtered by the simulated transducer
spectral sensitivity distribution, resulting in the emitted
pulse. The spectrum of the emitted pulse is analyzed. Con-
sidering the wide band and possible asymmetric nature of the
pulse spectrum, the emission frequency refers to the domi-
nant frequency in the emitted pulse spectrum. For the square
wave activation pulse, the activation frequency will be de-
fined as the reciprocal of the time period.

Figure 2~a! shows the emission frequency as a function
of the activation frequency. Because of the transducer spec-
tral characteristics, the emission frequency does not match
the activation frequency. It is clear that it is not possible to
obtain emission frequencies outside the range from 2.2 to 3.1
MHz. Below an activation frequency of approximately 1.3
MHz the graph peaks. This peak is caused by the third har-
monic, which at this point becomes dominant.

Although Fig. 2 shows it is not feasible to obtain emis-
sion frequencies outside the range 2.2–3.1 MHz, lower fre-
quencies are still present in the emitted pulse, due to its
wide-band nature. Thus the above finding does not really
impede the requirement that a contrast agent needs to be
driven near its resonance frequency in order to behave as a
nonlinear scatterer. Moreover, contrast agents nowadays con-
veniently have a relatively wide resonance band, which is
related to the size distribution of the microbubbles.37,38

The problem with wide-band activation, however,
dwells in the power of the emitted signal. Figure 2~b! depicts
the spectral power at the emission frequency, as a function of
the number of periods in the activation signal for correspond-
ing activation frequencies of 2, 2.5, and 3 MHz. When in-
creasing the number of periods, not only the absolute power
increases but also this larger amount of power is concen-
trated in a smaller frequency band. Increasing the power of
the activation signal can provide a solution for this problem,
but might not be feasible in practice.

FIG. 2. ~a! Emission frequency, as a
function of the activation frequency
for a square wave activation pulse of
one period.~b! Relative power at the
emission frequency, as a function of
number of periods in the activation
pulse, at different activation frequen-
cies. The results are based on com-
puter simulations for a 3.0-MHz trans-
ducer with assumed Gaussian spectral
characteristics and a26-dB roundtrip
bandwidth of 30%.
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Another difficulty might arise when analyzing the sec-
ond harmonic response in single transducer experiments ap-
plying wide-band activation. Unlike the fundamental and the
contaminating harmonic, the location of native second har-
monic is not determined by the transducer spectral character-
istics, but solely by the fundamental frequencies present. As
can be observed in Fig. 3~a!, the expected location of the
native second harmonic (H2n) and the contaminating third
harmonic (H3c) overlaps within a large range of frequen-
cies.

Fortunately, at activation frequencies higher than ap-
proximately 1.8 MHz, the contaminating third harmonic is
more than 30 dB smaller than the fundamental component
@Fig. 3~b!#. For this particular transducer, interference may
be minimized by application of activation frequencies higher
than 1.8 MHz. In practice, transducers may have bandwidths
that are much larger than the transducer simulated here and
interference might be unavoidable. Moreover, for activation
frequencies higher than 1.8 MHz the emission frequencies
are higher than 2.5 MHz~with a 26-dB range from 2 to 3
MHz!, indicating that the transducer is rather insensitive to
the native or contrast agent second harmonics, which accord-
ingly have frequencies higher than 5 MHz. The latter illus-
trates another restriction of the emission frequency in single
transducer, wide-band activation.

II. EXPERIMENT

A focused 3.5-MHz transducer~KB Aerotech, MLA 35
DM!, with a diameter of 13 mm and a focal region from 4 to
10 cm, was used in the pulse inversion experiments. The
actual resonance frequency of this transducer was at 3 MHz.
The 26-dB roundtrip bandwidth of the transducer was ap-
proximately 30%~0.9 MHz! ~42% single trip! of the reso-
nance frequency. The transducer is used for both emission
and reception.

The transducer was activated by a custom-made ultra-
sound transmitter board with pulse inversion capabilities,
generating a square wave with an adjustable number of pe-
riods and a~stepwise! adjustable frequency. For all measure-
ments, the effective activation voltage was fixed at 20 V
peak-to-peak. The maximum pressure amplitude at a dis-

tance of 5 cm~maximum intensity within the focus region!
depends on the frequency and number of periods in the ac-
tivation signal and is given in Table I.

Pulse shapes were measured with a polyvinylidenefluo-
ride ~PVDF! needle hydrophone~NP-1000, model number
NTR-TNU001A, MTR Systems Inc., Seattle!. This needle
hydrophone has a 0.5-mm-diameter aperture and a band-
width of 1–20 MHz.

The transducer and hydrophone RF signals were digi-
tized either by a custom-built analog-to-digital converter
~ADC! board or by an 8-bit digital oscilloscope~FLUKE,
PM 3394B, 200 MHz!, both connected to a personal com-
puter. The custom-built ADC board has a dynamic range of
72 dB~12 bit! and a maximum sample frequency of 30 MHz.
The sample clock signal, provided by the transmitter board,
is synchronous with the emission pulse and has a frequency
of eight times the emission frequency. For comparison of
pulse shapes, RF signals’ response and calculation of residue
signals in the pulse inversion experiments, synchronous sam-
pling is essential.

For experiments involving contrast agents, the trans-
ducer was mounted in a small container, with a volume of
approximately 100 ml, filled with an air-saturated buffer so-
lution with a pH57.4 ~8.00g NaCl, 2.38 g Na2HPO4, 0.19 g
KH2PO4*H2O diluted with distilled water to obtain a volume
of 1000 ml!. Approximately 5 ml of the contrast agent Levo-
vist ~SHU508A, Shering AG, Berlin! was dissolved in this
solution. Levovist is composed of air-filled microbubbles,
with a mean diameter of 3mm, encapsulated in a galactose
shell which is stabilized by a small amount~0.1%! of pal-
matic acid.37 The contrast agent was prepared according to
prescription to obtain a concentration of 200 mg/ml. Levo-
vist resonates at frequencies between 1.5 and 5 MHz.37 In

FIG. 3. ~a! Location of the dominant frequency~solid lines! and 26-dB bandwidth limits~dashed lines! of the fundamental~FU! and contaminating third
harmonic (H3c) components in the emitted pulse spectrum and expected location of the frequency of the native second harmonic (H2n) as a function of the
activation frequency.~b! Power of the fundamental~FU! and contaminating third harmonic components (H3c) in the emitted pulse spectrum, normalized to
the maximum power of the fundamental component as a function of the activation frequency. These results are based on computer simulations for a 3.0-MHz
transducer with assumed Gaussian spectral characteristics and a26-dB single trip bandwidth of 42%, activated by a one period square wave signal.

TABLE I. Maximum pressure amplitudes attained at a distance of 5 cm with
the 3.0-MHz transducer driven by an effective power of 20 V peak-to-peak.

Frequency~MHz! Periods Pressure~kPa!

3.375 4 243
3.375 1 112
2.5 4 100
2.5 1 77
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another study,38 this range was found to be slightly narrower
from 1.5 to 3.5 MHz with a peak at 2 MHz.

For reference measurements, Carborundum particles
were used, which are composed of silica carbide and have a
diameter of approximately 5mm. The Carborundum particles
act as linear scatterers of ultrasound. Carborundum particles
were suspended in Agarose~Life Technologies, Paisley,
Scotland! in order to eliminate motion artefacts in the refer-
ence measurement. The solid Agarose Carborundum suspen-
sion was obtained by rapid cooling of an 80 °C water mixture
of Agarose and Carborundum particles both in a 1% mass
concentration.

III. RESULTS

Limitations to transducer wide-band excitation

Verification of the concepts concerning wide-band acti-
vation of a single transducer is found in the results presented
in Fig. 4. The pulse emitted by the 3.5-MHz transducer was
measured with the needle hydrophone and digitized by the
oscilloscope for different activation frequencies. For calcula-
tion of the spectra, RF segments of 512 sample points
~sample frequencyf s525 MHz) were used. Measured values
are corrected for hydrophone sensitivity. Figure 4~a! depicts
the measured emission frequency while in Fig. 4~b! the fre-
quencies of the first four peaks appearing in the observed
pulse spectra are plotted, both as a function of the activation
frequency. The second and fourth peak could only be iden-
tified for activation frequencies up to 2.75 and 2.5 MHz,

respectively, above which the second peak merges with the
third peak and the level of the fourth peak drops below the
noise level.

Both figures also depict the theoretical expected values
for the fundamental~FU!, native second (H2n) and native
(H3n) and contaminating (H3c) third harmonic compo-
nents, based on the computer simulations which were de-
scribed before. The expected simulated values were already
presented in Figs. 2~a! and 3~a!.

Native harmonics and pulse inversion

In order for pulse inversion to work accurately, the nor-
mal and inverted square wave activation pulses should not be
a source of significant residue signals themselves. The pulses
were both measured at the transmitter-board output, which
was loaded with the 3.5-MHz transducer. Sampling was per-
formed with the PCI-ADC board, synchronously to the acti-
vation pulse, with a sample frequency of eight times the
activation frequency. Figure 5 shows the normal~solid line!
and inverted~dashed line! square wave activation pulses of
one period at a frequency of 3.375 MHz. The spectrum of the
normal and the inverted pulses did not expose any differ-
ences and only one of them is displayed. Also shown is the
spectrum of the residue signal. Similar results are presented
in Fig. 6; however, now for the emission pulses measured
with the hydrophone at a distancez550 mm from the trans-
ducer surface.

FIG. 4. ~a! Simulated and measured
relation between emission and activa-
tion frequency.~b! Predicted locations
of fundamental~FU!, native second
(H2n) and third (H3n) harmonic and
contaminating third harmonic (H3c)
components, and location of first four
peaks in the spectra of the actually
measured pulse as a function of the ac-
tivation frequency. In both figures the
solid lines give the expected value
based on computer simulations.

FIG. 5. Normal ~solid line! and in-
verted~dashed line! activation pulses,
their residue signals and correspond-
ing spectra. Measurements were per-
formed at the transmitter-board output,
which was loaded with the 3.5-MHz
transducer, for a square wave activa-
tion pulse of~a! one period and a fre-
quency of 3.375 MHz. Synchronous
sampling was performed at frequen-
cies of 27 MHz. The spectra~b! reveal
the contaminating second (H2c) and
third (H3c) harmonics. Note the dif-
ference in vertical scale between the
normal/inverted pulses and the residue
signal.
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Pulse inversion with Levovist

In Fig. 7 the results of the Levovist measurements are
given. Spectra are presented for both RF signals and pulse
inversion residue signals, which were obtained by summa-
tion of subsequently received RF signals. Activation fre-
quency and number of periods were varied~one or four pe-
riod square wave pulses with 3.375 and 2.5 MHz activation
frequencies, respectively!. The pulse repetition frequency de-
pended on the activation frequency of the transducer and was
1.3 kHz and 956 Hz for activation frequencies of 3.375 and
2.5 MHz, respectively. The sample frequency was a factor
eight times the activation frequency~27 and 20 MHz, respec-
tively!. For calculation of the spectra, 100 RF segments of
1168 and 864 sample points~for activation frequencies of
3.375 and 2.5 MHz, respectively! were averaged to reduce
spectral variance. The size of the RF segments corresponds
to a depth range of 36 mm. Measurements started at a dis-
tance of 38 mm from the transducer surface. The results of

the corresponding reference measurements with suspended
Carborundum, under the same conditions, are presented next
to each Levovist spectrum.

IV. DISCUSSION

The experiments confirm the concepts discussed in the
first chapter of this paper. The attribution of the native har-
monics to the pulse inversion residue signal is clearly dem-
onstrated. It is found that pulse inversion does not suppress
the native even harmonics, but does provide the means for
wide-band activation. Pulse inversion enhances the even har-
monics by 6 dB. Furthermore, experiments validate the pos-
sible difficulties of wide-band activation in single transducer
measurements. Unlike the native and contrast agent intrinsic
harmonics, the location of the contaminating harmonics is
governed by the transducer spectral characteristics. Because
of the possible overlap of contaminating and native or con-
trast agent harmonics, interpretation of the received RF sig-

FIG. 6. ~a! Normal ~solid lines! and
inverted ~dashed lines! pulse emitted
by the 3.5-MHz transducer measured
by the hydrophone in water, at a dis-
tance of 5 cm from the transducer sur-
face. Also given ~b! are the corre-
sponding pulse spectra. Results are
presented for a one period, 3.375-MHz
square wave activation signal.

FIG. 7. Spectra of Levovist and refer-
ence measurements for different fre-
quencies and number of periods of the
square wave activation pulse.~a! and
~b! one period, 3.375-MHz, and~c!
and ~d! four periods, 2.5-MHz.
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nals may be complicated. Interference of the contaminating
harmonics, however, also depends on the power of this com-
ponent, which can be limited by proper choice of the activa-
tion frequency.

The results in Fig. 4 basically confirm the concepts of
wide-band transducer activation. Deviations between theory
and experiment can be explained by the assumption of a
Gaussian spectral sensitivity distribution. Figure 8 shows
that this is not the case for the transducer used in the experi-
ments, especially at frequencies far from the transducer reso-
nance frequency, where an increased efficiency is observed.
The single trip spectral sensitivity distribution of the trans-
ducer is derived from measurements of the fundamental fre-
quency in the emission pulse for a square wave activation
pulse with different frequencies, constant amplitude, and
composed of five periods.

Figure 4~b! clearly illustrates the difficulty that arises in
the interpretation of the peaks in the measured spectra. The
reason for this difficulty is the different processes the har-
monics originates from. The dominant frequency of the con-
taminating harmonics is primarily governed by the trans-
ducer characteristics while the spectral location of native and
contrast agent intrinsic harmonics is not. Given the expected
values, based on the simulations, it appears as though the
second peak in the measured spectra can be identified as the
contaminating third harmonic. The native second harmonic
appears at frequencies exceeding the location of the third
harmonic. Above 2.75 MHz the contaminating third har-
monic and the native second harmonic merge and interpreta-
tion of the peak location is not feasible, though simulations
predict that the level of the contaminating third harmonic
should drop rapidly@Fig. 3~b!#. Although the real spectral
sensitivity distribution deviates from the assumed Gaussian
distribution, the level of the contaminating third harmonic in
practice will still be very low compared to the second har-
monic.

For sufficiently high amplitudes of the incident ultra-
sound, the spectra should also reveal a native third harmonic,

of which the location deviates from that of the contaminating
third harmonic. Indeed the fourth peak in the spectra@Fig.
4~b!# coincides with the expected location of the native third
harmonic. Again, sensitivity limitations determined that the
fourth peak could only be measured for activation frequen-
cies up to 2.75 MHz.

Analyses of the normal and inverted activation pulses
~Fig. 5! and their corresponding spectra reveal a second har-
monic residue signal. This residue signal may be a source of
contamination to the native or contrast agent intrinsic second
harmonic. With respect to the contaminating second har-
monic in the spectrum of the normal or inverted pulse, the
contaminating second harmonic in the residue signal is 6 dB
larger in power. This corresponds to a factor 2 in amplitude,
which can be explained by the summation of the normal and
inverted pulses. Figure 8 shows that for an activation fre-
quency of 2.5 MHz and a corresponding second harmonic
frequency of 5.0 MHz, the contaminating second harmonic
will be downgraded by 15 dB at emission. For an activation
frequency of 3.375 MHz, with the second harmonic at 6.75
MHz, this effect will be even larger. Thus the transducer
spectral characteristics prevent the contaminating second
harmonic to leak through into the emission signal.

The spectra presented in Fig. 6 confirm the concept of
pulse inversion. The results are given for a wide-band pulse
~one period! at a frequency of 3.375 MHz. The pulse inver-
sion residue signal clearly has a dominant frequency that is
doubled with respect to that of the original pulse. The residue
signal spectra nicely show that the even harmonics remains
and the odd harmonics cancels. The level of the remaining
even harmonics in the residue is approximately 6 dB higher
compared to that in the spectra of the normal or inverted
pulses. Again, this corresponds to a factor 2 in amplitude,
caused by summation of the normal and inverted pulses.
Notwithstanding this increased harmonic response, the pulse
inversion technique is still sensitive to the same interference
of native harmonics as normal harmonic imaging.

A validation of the problems arising from wide-band
activation is only found partially in these results@Fig. 6~a!
and~b!#. The clear absence of the odd harmonics in the resi-
due signal in Fig. 6~b! confirms that these peaks are indeed
correctly identified as the fundamental and native third har-
monic components in the normal of inverted pulse. Because
the contaminating third harmonic should cancel as well the
appearance of the wide band, the second harmonic compo-
nent in the spectrum of residue signal should be different
compared to the spectrum of the distorted pulses. There are,
however, several reasons why this is not apparent. The most
significant reason is that the contaminating third harmonic at
this point has probably dropped far below the noise level and
therefore exhibits no interference. Also, the effect of the co-
incidence of the native second harmonic and the contaminat-
ing third harmonic is unknown.

The spectra from the Levovist and Carborundum refer-
ence measurements, presented in Fig. 7, exhibit the same
basic properties that apply to the spectra of the distorted
pulses given in Fig. 6. The most important difference is the
roundtrip measurement of the RF signals these spectra are
based upon, while for Fig. 6 single trip signals were consid-

FIG. 8. Measured single trip spectral characteristics and assumed Gaussian
distribution with approximately the same bandwidth~42% of the resonance
frequency!.
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ered. Thus in Fig. 7, native and contrast agent intrinsic har-
monics are also affected by the transducer spectral character-
istics. Possible overlap between harmonics from different
sources has, however, already occurred before reception. The
remainder of native even harmonics in the residue signal of
Levovist and Carborundum confirms that pulse inversion has
to deal with similar interference as harmonic imaging.

In general, the Carborundum spectra exhibit a spectral
variance that is much larger than that of the Levovist spectra.
Because of flow motion of Levovist microbubbles in the wa-
ter, the averaging process reduces the spectral variance of the
Levovist spectra. For the Carborundum measurement this is
not the case, given the static embedded nature of the par-
ticles. Even though relative high pulse repetition frequencies
~approximately 1 kHz! are used, motion or structural changes
of the microbubbles in between two successively emitted
inverted pulses cause the subsequent received RF signals to
carry slightly different information. That is why the Levovist
spectra show a remainder of the fundamental component in
the residue signal that is much larger than that in the refer-
ence spectra. The motion artefacts are a difficulty of the
pulse inversion technique. For perfusion assessment of static
structures the influence of motion artefacts is limited, but for
myocardium motion artefacts will occur.

Unfortunately, an apparent additional harmonic response
from Levovist could not be established. Such an additional
harmonic response, although small, is visually observed inin
vivo pulse inversion experiments and quantitatively verified
in normal harmonic imaging experiments.18,22,24 There are
several complications that provide an explanation for the ap-
parent absence of an additional harmonic response in the
experiments of the present study. First of all, it was not prac-
tically feasible to adjust the concentration of Carborundum
particles in such a way that a power level of the fundamental
component equal to that in the Levovist measurement could
be accomplished. This is further complicated by the wide-
band nature of the signals. Second, the Carborundum mea-
surements show a spectral variance that is much larger than
observed in the Levovist spectra. Accordingly, it is not pos-
sible to make reliable quantitative comparison of the second
harmonic power levels between the Levovist and the refer-
ence measurement.

Another reason for the apparent absence of an additional
response is the low number of periods in the emission signal.
Several studies indeed report on an onset delay of the second
harmonic response from microbubbles.19,21 Also, the pres-
sure amplitude of the emitted pulse is a limiting factor. Al-
though pressures of 112 kPa at 3.375 MHz and 77 kPa at 2.5
MHz are sufficient to induce an observable contrast agent
intrinsic harmonic response when narrow-band pulses are
applied,19,20,22,23 this might not be the case or wide-band
pulses, since the actual power of the pulse is spread over a
much larger frequency range@Fig. 2~b!#. It is known that
microbubbles only show a harmonic response if they are
driven near their resonance frequency at sufficiently high
power levels.19,20,22,23Finally, the sensitivity to the second
harmonic component is seriously reduced because of the
transducer spectral characteristics. This is particularly sig-
nificant for an activation frequency of 3.375 MHz, where the

native and contrast agent intrinsic second harmonics emerge
at approximately 6.75 MHz. Although this applies to both
native and contrast agent intrinsic harmonics, it also reduces
the difference that can be measured between native and con-
trast agent intrinsic harmonic response. In conclusion, a con-
trast agent harmonic response additional to the native har-
monic response could not be observed due to experimental
limitations in the single transducer measurement.

One might question the application of a transducer with
26 dB roundtrip bandwidth of 30%, when wide-band acti-
vation is intended. Practical limitations concerning the power
that can be obtained with wide-band transducers, however,
prohibit the use of transducers with a much larger band-
width. Nevertheless, application of such a transducer will not
affect the results significantly. This is confirmed by concept
and experiment, which were performed for both wide and
small band activation pulses and did not show significant
differences in the RF signal response to pulse inversion in-
sonification~Fig. 7!.

Finally, as all experiments are performed in water, the
role of attenuation is neglected in the present study. In tissue,
attenuation will affect the level of all harmonics. Since at-
tenuation depends on frequency, third harmonics is more at-
tenuated than second harmonics. Also compared to the fun-
damental component, the second harmonic response will be
decreased due to attenuation. For the native second har-
monic, an optimum occurs at distances at which a balance
between native harmonic generation and attenuation is
reached. At a large distance from the transducer, attenuation
will play a dominant role, while close to the transducer the
native harmonic will not have formed yet. It is not unlikely
that contrast agents do respond differently to pulse inversion
insonification than tissue does. Recent studies25 show that
the signal responses of single bubbles in water, at a distance
of approximately 5 cm, differ from each other when inverted
pulses are applied and exhibit a relative delayed response
and a frequency shift. The presented results corroborate the
theory but unfortunately no reference measurement is given.
Since no information is provided about pressure amplitude,
predictions regarding a contribution due to nonlinear distor-
tion of the emitted pulses can not be made. Also, the mea-
surements are performed with separate transducers for emis-
sion and reception, thus avoiding the difficulties that arise in
wide-band experiments with a single transducer. As the
transducers used for reception are optimally sensitive for sec-
ond harmonic frequencies, also the effects of pulse inversion
will be larger than can be observed with a single transducer.

Other techniques that might be more successful in pro-
viding a better discrimination between tissue and contrast
agent are found in a combination of pulse inversion and
Doppler processing~pulse inversion Doppler!39 which ex-
ploit both the nonlinear properties and motion of the mi-
crobubbles.

V. CONCLUSION

The results of the present study indicate several practical
difficulties that are encountered in pulse inversion experi-
ments, performed with a single transducer in water. This
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study shows the interference of native harmonics and pro-
vides an explanation of the mechanism of the pulse inversion
residue signals of these native harmonics.

First of all, when wide-band signals are applied it is not
possible to drive a transducer at frequencies desired to in-
duce and measure harmonics optimally. This is determined
and governed by transducer spectral sensitivity characteris-
tics and limits the harmonic response that can be measured.
The wide-band nature of the signal also affects the emitted
power and, consequently, the contrast agent intrinsic har-
monic response that can be induced.

Furthermore, it was illustrated and verified experimen-
tally that the locations of contaminating and native harmon-
ics of the same order do not match. The location of the
contaminating harmonics in the spectrum of the emitted
pulse is determined by transducer spectral characteristics,
while the location of the native and contrast agent harmonics
is independent of the transducer properties. It was shown that
the contaminating third harmonic appears at frequencies be-
low or equal to those of the native second harmonic. Thus
the contaminating third harmonic and native or contrast
agent intrinsic second harmonics overlap. The real interfer-
ence is limited for narrow-band transducers but can be sub-
stantial for wide-band transducers for which the contaminat-
ing third harmonic leaks through in the emission signal at
sufficiently high powers. Optimal experimental conditions
are governed by the balance between minimal interference
from the contaminating third harmonic and maximal sensi-
tivity for the contrast agent intrinsic and native second har-
monic.

It was demonstrated conceptually and experimentally
that the native harmonics is not suppressed by pulse inver-
sion. Thus it is attributed equally to pulse inversion and har-
monic imaging. Further studies are required to indicate
whether contrast agents possess the potential to show higher
harmonic responses in wide-band pulse inversion experi-
ments compared to normal harmonic imaging experiments. If
not, pulse inversion can not improve discrimination between
tissue and contrast agents compared to harmonic imaging.
For these reasons, this study once more emphasizes the re-
quirement of reliable reference measurements.

One of the great advantages of pulse inversion is that it
provides the means for wide-band activation, thus preserving
axial resolution. Furthermore, the second harmonic response
in the residue signal is enhanced by 6 dB. Consequently, the
demand for filtering of the signal to retrieve the~second!
harmonic signal falls. Pulse inversion suffers, however, from
motion artefacts.
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The effect of mistuning a single target component of a harmonic complex on listeners’ ability to
detect an increment in the relative level of the target was investigated. In the baseline condition, the
complex consisted of the first 20 harmonics of 200 Hz, with harmonic 3 designated the target. In the
mistuned condition, the third harmonic was shifted down in frequency by 8%. To control for
possible within-channel cues, versions of the above stimuli were also included in which harmonics
2 and 4 were removed. The results suggest that mistuning the target component does not impair
across-frequency intensity comparisons. ©2000 Acoustical Society of America.
@S0001-4966~00!02104-4#

PACS numbers: 43.66.Ba, 43.66.Fe@SPB#

INTRODUCTION

A number of profile studies have investigated the effect
of manipulations that promote perceptual segregation of the
target and nontarget components. These manipulations in-
clude presenting the target and nontarget components~a! to
different ears~e.g., Green and Kidd, 1983; Bernstein and
Green, 1987!, ~b! with different relative onsets and/or offsets
~e.g., Green and Dai, 1992; Hill and Bailey, 1997, 1998!, and
~c! with different patterns of amplitude modulation~e.g.,
Green and Nguyen, 1988; Dai and Green, 1991!. Generally,
these manipulations have led to an elevation in threshold
relative to the corresponding conditions in which the target
and nontarget components were perceptually fused into a
single auditory object. These results have led to speculation
that relative intensity comparisons between concurrent fre-
quency components are optimal when the components being
compared are perceived as a single sound~Bacon and Smith,
1996; Dai, 1996!. Some evidence for this view was provided
by the study of Hill and Bailey~1997!, who found that the
deleterious effects of onset asynchrony on profile compari-
sons could be partially reversed by reducing the tendency of
the target component to segregate from the remainder of the
complex.

The present experiment sought to test further the hy-
pothesis that grouping cues can influence profile discrimina-
tion by investigating the dependence of threshold on the

spectral relationship between the target and nontarget com-
ponents. When all the components of a complex are either
logarithmically or harmonically spaced, there are no spectral
cues that would lead to a single component being perceptu-
ally segregated from the remainder of the complex. How-
ever, when a low-numbered component of an otherwise har-
monic complex is sufficiently mistuned, perceptual
segregation of that component does occur. Previous studies
have shown that a low-numbered harmonic mistuned down
in frequency by 8% makes a significantly reduced contribu-
tion to both the periodicity pitch of a complex~Mooreet al.,
1985!, and to the quality of a vowel~Darwin and Gardner,
1986!. If profile comparisons are optimal when the target and
nontarget components are fused, and in particular, if the per-
ceptual cue underlying a change in the relative level of a
single target component is timbral in nature, one might ex-
pect a mistuning of similar magnitude imposed on the target
component to result in an elevation in threshold relative to
the case when all components are harmonic.

I. EXPERIMENT

A. Listeners

Five male listeners, aged between 20 and 34 years, par-
ticipated in the experiment. All listeners had normal audio-
metric thresholds over the range of frequencies used in the
experiment. Listener NH was the first author and had con-
siderable experience in profile analysis tasks. The remaining
listeners were students at the university and received pay-
ment. Listener TB had participated in a previous profile

a!Author to whom correspondence should be addressed. Electronic mail:
nih1@york.ac.uk
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analysis experiment, while listeners MR and GP had partici-
pated in unrelated auditory experiments. Listener TS had no
previous experience of auditory tests.

B. Stimuli and equipment

Four stimuli were employed: a multitone complex con-
sisting of the first 20 harmonics of 200 Hz, a mistuned com-
plex in which the third harmonic~target! was at 552 Hz
~28% mistuning!, and two 18-component stimuli which
were derived from the 20-component stimuli by removing
harmonics 2 and 4. The latter pair of stimuli was included as
a control for the possibility that within-channel interaction
between the target and adjacent nontarget components may
provide a cue to discrimination with the 20-component
stimuli. The third harmonic was selected as the target be-
cause use of a low-numbered harmonic reduces the likeli-
hood that discrimination can be based on within-channel
cues, and because in a harmonic complex with fundamental
frequency of 200 Hz, thresholds for hearing out a mistuned
component and thresholds for detecting an increment in the
level of a single component are lowest for harmonic 3
~Moore et al., 1986; Zeraet al., 1993!.

All components had a duration of 400 ms, including a
10-ms cos2 onset and offset ramp. The overall level of the
stimuli was selected randomly on each presentation from a
uniform distribution spanning a range of 20 dB. At the mid-
point of this range, the level of each component~with the
exception of the incremented target! was 55 dB SPL. The
third harmonic was always gated on in sine phase, while the
phases of the remaining components were selected randomly
on each presentation. In all four conditions, the signal was an
increment in the relative level of the third~possibly mis-
tuned! harmonic.

Stimuli were synthesized in real time at a sampling rate
of 44.1 kHz using custom software running on an IBM-
compatible PC. The resulting waveforms were converted to
voltages using a 16-bit soundcard~Soundblaster Awe64
Gold!, and amplified by 10 dB using the boost mode of a
programmable signal switcher~Tucker-Davis Technologies
model SS1!. The overall level of the stimuli was controlled
using a pair of programmable attenuators~TDT model PA4!
having a resolution of 0.1 dB. The level of the target com-
ponent relative to the nontarget components was adjusted in
software. Stimuli were presented monaurally over Sen-
nheiser HD414 headphones to the listeners’ right ear. Listen-
ers were run individually in a sound-attenuating enclosure.

C. Procedure

Thresholds for detecting an increment in the level of
component 3 relative to the remainder of the complex were
determined using an adaptive, two-interval, two-alternative,
forced-choice procedure. The level increment was achieved
by software addition of a sinusoidal signal having identical
frequency and phase to component 3. The level of this signal
relative to component 3~and hence the size of the level in-
crement! was varied adaptively using a 3-down, 1-up rule
which targeted the level corresponding to a 0.794 probability
of correct detection~Levitt, 1971!. At the beginning of an

adaptive run, the signal was set to be 8 dB above the level of
component 3. The size of the signal was varied in 4-dB steps
until three reversals had occurred, from which point on the
step size was reduced to 2 dB. Errors on the first trial of each
run were not treated as a reversal, and the signal level was
therefore unchanged. The threshold for a single run was de-
fined as the average level over an even number of reversals
excluding the first three or four as appropriate. The level of
the signal relative to component 3 was restricted to the range
120 to 240 dB.

At the beginning of each trial, a visual alerting signal
was presented in the center of a visual display for 200 ms.
The first sound was presented 500 ms after the offset of the
alerting signal, and there was a silent interval of 650 ms
between the offset of the first sound, and the onset of the
second. These intervals were defined visually by the presen-
tation of the Arabic numerals ‘‘1’’ and ‘‘2’’ in the center of
the display. Listeners were required to indicate the interval in
which component 3 was incremented in level, and were
given an unlimited time in which to respond. Immediately
following their response, listeners were provided with visual
feedback as to the correctness of their response, with the next
trial beginning 1 s after the termination of feedback.

Listeners typically completed one session per weekday
with a single session lasting approximately 45–50 min. Each
session consisted of eight 80-trial runs, four repetitions of
one of the two harmonic conditions, and four repetitions of
the corresponding mistuned condition. The eight runs were
presented in a random order determined by the computer.
The conditions were alternated across sessions to ensure that
listeners had equivalent exposure to the four stimuli during
the course of the experiment. All listeners completed a total
of 16 sessions~32 runs per condition!, with the threshold for
each condition being defined as the average of the final 12
runs.

D. Results

Individual thresholds~signal-to-pedestal ratio in dB! for
the two harmonic and mistuned conditions are displayed in
Fig. 1. Error bars denote6 1 standard error. Consider first
thresholds for the 20-component harmonic stimulus~open
squares!. For the two most sensitive listeners, NH and TB,
thresholds are about 1–2 dB greater than those reported by
Zeraet al. ~1993! using a similar stimulus and procedure. By
contrast, the two least sensitive listeners, MR and GP, clearly
had great difficulty with this stimulus. For a 3-down, 1-up
procedure and a level rove of 20 dB, the theoretical lower
limit on threshold for a listener basing his/her decision
purely on the level of the target component is 2.1 dB~Green,
1988!. Thresholds for both MR and GP were above this
limit, suggesting that they were not able to make effective
use of across-channel cues in this condition.

Comparing performance in the 20-component harmonic
condition with that in the corresponding mistuned condition
~solid squares!, it is apparent that negatively mistuning the
target component by 8% did not impair detection of an in-
crement in its relative level. Indeed, listeners MR and GP
displayed substantially lower thresholds in the mistuned con-
dition and were clearly making use of across-frequency com-

2292 2292J. Acoust. Soc. Am., Vol. 107, No. 4, April 2000 N. I. Hill and P. J. Bailey: Letters to the Editor



parisons of level. The pattern of data for the two 18-
component stimuli~open and solid circles! was similar to
that for the 20-component stimuli, with again no evidence
that mistuning led to a significant increase in threshold. The
similarity in the pattern of data for the 20-component and
18-component conditions suggests that the absence of a del-
eterious effect of mistuning on profile discrimination in the
20-component condition was not due to listeners having ac-
cess to within-channel cues. This conclusion is supported by
the results of a study of profile discrimination using two-tone
complexes~Versfeld and Houtsma, 1995!. They found that
for frequency separations greater than about two semitones,
profile discrimination appears to be based on across-channel
level comparisons. In the 20-component mistuned condition
of the present experiment, the frequency separation between
the target and most proximal nontarget component is over
five semitones.

Given the poor performance of listeners MR and GP in
the harmonic conditions, additional data were collected for
these two listeners to explore whether~a! using a four-
interval, two-alternative procedure~with the signal added in
interval two or three!, and ~b! blocking the presentation~so
that the harmonic and mistuned stimuli were not presented in
the same session! would lead to a lowering of thresholds. For
these supplementary conditions the number of runs per ses-
sion was reduced from 8 to 6.1 The thresholds for these ad-
ditional harmonic and inharmonic conditions are shown in
Fig. 1 as open and solid triangles, respectively. For MR,
additional data were collected only for the 20-component
harmonic complex, and the reported threshold is the mean of
the fifth and final session. For GP, data were collected for
both the harmonic and inharmonic 20-component complexes.
The data for the harmonic condition showed no consistent
trend across nine sessions and the reported threshold was
therefore determined by averaging across all 56 runs. GP
completed two sessions of the inharmonic condition. The

reported threshold is the mean of the final six runs, which
was approximately 1.5 dB lower than the mean threshold
obtained in the first session. Both MR and GP showed im-
provements in performance in the supplementary tests rela-
tive to the main experiment. MR’s threshold in the harmonic
condition improved by approximately 13 dB, although this
was still more than 1 dB above the threshold obtained in the
corresponding mistuned condition of the main experiment.
GP’s thresholds improved by about 7 dB in both conditions.

E. Discussion

The results of the present experiment indicate that mis-
tuning the target component down in frequency by 8% does
not impair relative intensity discrimination. Such a mistuning
is well above the threshold of around 2% required for per-
ceptual segregation of the third harmonic of 200 Hz~Moore
et al., 1986!, and all listeners indicated that they were able to
hear out the target component in the mistuned conditions.
The results suggest that perceptual segregation of the target
and nontarget componentsper seis not sufficient to disrupt
profile comparisons. A similar conclusion was drawn by Ba-
con and Smith~1996!, who found that moderate amplitude
modulation of the nontarget components actually resulted in
a slight lowering of threshold. Only when the modulation
depth was 100% were the thresholds for their listeners
clearly elevated.

The fact that perceptual segregation need not, by itself,
impair profile discrimination is consistent with results from
pitch perception studies. For example, Mooreet al. ~1985!
found that a mistuned harmonic made a full contribution to
the pitch of the complex for mistunings of up to around 3%,
beyond that required for perceptual segregation. In contrast
with the present results, however, a harmonic that is mis-
tuned by 8% makes a substantially reduced contribution to
both periodicity pitch and vowel quality~Mooreet al., 1985;
Darwin and Gardner, 1986!.

The failure to find an effect of mistuning on profile dis-
crimination in the present experiment is not necessarily in-
consistent with the hypothesis that at least some of the ef-
fects reported in previous profile studies may be due to
perceptual organization. For example, it may be that the
mechanism underlying profile analysis is insensitive to har-
monicity cues since natural sounds are not always harmonic.
On the other hand, it may be that profile analysis of the type
studied in the present experiment does not require that the
target and nontarget components be perceptually fused. In-
deed, it is possible that listeners are just as effective at mak-
ing explicit comparisons of the level of concurrent but dis-
tinct auditory objects, as they are at discriminating a change
in the spectral profile of a single fused object on the basis of
timbral cues. If this is the case, profile analysis would clearly
not be an effective tool for investigating grouping processes.
However, before such a conclusion could be reached, alter-
native explanations would need to be found for the observed
effects of onset asynchrony, dichotic presentation, and am-
plitude modulation on profile discrimination.

When questioned during the main experiment about
their difficulties with the harmonic stimuli, both listeners MR
and GP reported that in the mistuned conditions their deci-

FIG. 1. Individual thresholds for the 20-component~squares! and 18-
component~circles! conditions. The target was either harmonic~open sym-
bols! or mistuned~solid symbols!. Also shown are supplementary data for
MR and GP~triangles!. Error bars indicate61 standard error.
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sions were based on a comparison of the prominence of tar-
get component~cf. Gockel, 1996!. In the harmonic condi-
tions, however, both listeners expressed difficulty hearing
out the target component, and indicated that they were un-
able to find a reliable strategy. Both these subjective reports
and the pattern of data for listeners MR and GP are consis-
tent with the idea that drawing attention to the target com-
ponent by means of mistuning assisted these listeners in
adopting a suitable listening strategy~e.g., Berg and Green,
1990!.
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The purpose of the present study was to determine whether the decline in overshoot at high masker
levels might be due to the slow recovery of the onset response of low-spontaneous rate~sr! fibers.
Overshoot was measured for a 4000-Hz signal at a relatively low~20 or 30 dB! and at a relatively
high ~50 dB! masker spectrum level in both an adaptive, two-interval forced-choice~2IFC!
paradigm and in a fixed-level, yes–no paradigm. In the 2IFC paradigm, there was only 500 ms of
silence between the two masker bursts of a trial; in the yes–no paradigm, there was 4 s ofsilence
between each burst~i.e., between each trial!. The timing of the trial sequences of these two
paradigms was such that the 2IFC paradigm probably would not ensure complete recovery of the
onset response of low-sr fibers, whereas the yes–no paradigm would. Nevertheless, for both
paradigms, there was an average of about 9 dB of overshoot at the lower masker level and 2 dB at
the higher masker level. These results suggest that the decline in overshoot at high masker levels is
not due to the protracted recovery from adaptation of the onset response of low-sr fibers. ©2000
Acoustical Society of America.@S0001-4966~00!01304-2#

PACS numbers: 43.66.Dc, 43.66.Mk, 43.66.Ba@DWG#

INTRODUCTION

The threshold for a brief signal tends to decline as it is
moved temporally through a longer duration, broadband
noise masker~e.g., Zwicker, 1965; Elliott, 1965; Fastl,
1976!. Zwicker ~1965! referred to the elevated threshold near
masker onset as an ‘‘overshoot’’ of masking. The amount of
overshoot is often defined as the difference between the
threshold obtained at two points in time: one near the begin-
ning and one near the center of the masker. Although it is
still unclear how to account for overshoot, one possibility is
that at least some of overshoot is due to peripheral adaptation
~e.g., Smith and Zwislocki, 1975!. In this account, the el-
evated thresholds near masker onset are due to the relatively
large onset response of auditory-nerve fibers at the beginning
of the masker~for a discussion, see Bacon and Smith, 1991!.

Overshoot tends to increase and then decrease with in-
creasing masker level~Bacon, 1990; Carlyon and White,
1992; Klitzing and Kohlrausch, 1994; Oversonet al., 1996!;
indeed, at high levels, overshoot is often negligible. One pos-
sible explanation for this decline in overshoot at high levels
is that the neural response to the masker is now dominated
by low-spontaneous rate~sr!, high-threshold fibers~see Mc-
Fadden and Champlin, 1990!. The onset response of low-sr
fibers can take considerably longer to recover from prior
stimulation than does the onset response of high-sr, low-
threshold fibers~Relkin and Doucet, 1991; also see Rhode
and Smith, 1985!. Indeed, it can take at least 2 s for the onset
response of low-sr fibers to recover. Thus, the timing se-
quence of a typical two-interval forced-choice~2IFC! proce-
dure may preclude complete recovery of the onset response
of low-sr fibers, and hence preclude the observance of large
amounts of overshoot at high levels. The purpose of the
present experiment was to examine this possibility.

I. METHOD

A. Apparatus and stimuli

All stimuli were digitally generated and produced at a
20-kHz sampling rate using a digital array processing card
~TDT AP2! and presented via one channel of a digital-to-
analog converter, or DAC~TDT DD1!. The output of the
DAC was low-pass filtered at 8 kHz~TDT FT6!, attenuated
~TDT PA4!, and routed via a headphone buffer~TDT HB6!
to a TDH-49P headphone mounted in an MX/51 cushion.

The signal was a 4000-Hz tone; its duration was 10 ms.
The masker was broadband noise that was generated in the
frequency domain and transformed into the time domain via
an inverse Fourier transform. It had components from 0 to 8
kHz, and a duration of 100 ms. A new noise sample was
used for each masker presentation. Two masker spectrum
levels were used: a relatively low level~20 or 30 dB! and a
relatively high level~50 dB!. The choice of which lower
level to use for a given subject was based on previous over-
shoot results in these subjects~Bacon and Liu, 1999!; the
level yielding the larger overshoot was chosen. The signal
was presented at a delay of 0 or 70 ms; the difference be-
tween those two thresholds is the amount of overshoot. All
durations include 5-ms cos2 rise/fall times, and all durations
and delays are determined from 0-voltage points.

B. Procedure

Testing was completed in a single-walled, sound-
attenuating chamber located within an acoustically treated
room. The procedure was either adaptive, 2IFC or fixed-
level, yes–no. The testing with the 2IFC procedure was com-
pleted first. For both procedures, subjects responded by
pressing one of two buttons on a response panel. Lights were
used to indicate when the signal might occur and to provide
correct-answer feedback. The 2IFC procedure employed aa!Electronic mail: spb@asu.edu
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three-down, one-up decision rule that tracked 79.4% correct
~Levitt, 1971!. The~silent! time between the two observation
intervals was 500 ms, the time between trials included a
subject-dependent response time and a 500-ms warning in-
terval. A run consisted of 12 reversals; the threshold estimate
for a given run was the mean of the signal levels at the last
10 reversals. The initial step size of 5 dB was reduced to 2
dB after the second reversal. Three or four threshold esti-
mates were averaged to produce a threshold for a given con-
dition. The standard deviation of this average was always
less than 3 dB and usually less than 2 dB. Testing was com-
pleted within a single 2-h session, where runs for the two
masker levels and two signal delays were interspersed. In the
yes–no procedure, the signal level was fixed throughout a
block of 50 trials. Signal levels were chosen to provide levels
of performance between about 60% and 90%, based on the
results with the 2IFC procedure. The time between trials was
fixed at 4 s, with 3 s allotted for subject response; the sub-
jects always responded within that time. Thea priori prob-
ability of a signal occurring on a given trial was 0.5, al-
though the number of signal trials for a given block was not

constrained to be equal to 25. Overall, 50.7% of the trials
contained a signal. Usually four, but as many as six, blocks
of 50 trials were completed per signal level. For two of the
subjects~S2 and S4!, complete psychometric functions for a
given condition~masker level and signal delay! were ob-
tained within a single 2-h session. For the other two subjects
~S1 and S3!, the psychometric function for a given condition
was obtained over at least 2 days~the exception being for S1
in the 0-ms condition at the lower level!. For all subjects,
conditions for the yes–no procedure were tested in quasiran-
dom order, and all testing required four 2-h sessions.

C. Subjects

Four individuals participated; two were female~S1 and
S4! and two were male~S2 and S3!. They ranged in age from
26–35 years, and had thresholds of 15 dB HL or lower
~ANSI, 1989! for octave test frequencies from 500 to 8000
Hz. All had participated previously in overshoot experiments
~Bacon and Liu, 1999!. Except for S1, the second author, the
subjects were paid for their participation.

FIG. 1. Shown here are the psychometric functions obtained in the single-interval, yes–no procedure. The left panel shows the results for the lower masker
spectrum level~20 or 30 dB! and the right panel shows the results for the higher masker spectrum level~50 dB!. The functions obtained with a 0-ms delay
are connected by a solid line, and those with a 70-ms delay are connected by a dotted line.

TABLE I. Shown here are individual and mean threshold values expressed as the signal level relative to the
masker spectrum level~in dB! for the 0-ms and 70-ms delay conditions for both the lower~20 or 30 dB! and
higher~50 dB! masker spectrum levels. The difference between those thresholds~i.e., the amount of overshoot!
is also shown.

Lower masker level Higher masker level

Subject 0 ms 70 ms Overshoot 0 ms 70 ms Overshoot

S1 50.0 42.0 8.0 46.0 41.2 4.8
S2 51.7 42.1 9.6 38.9 37.6 1.3

2IFC S3 52.9 45.5 7.4 43.3 41.3 2.0
S4 51.8 42.6 9.2 43.0 41.6 1.4

Mean 51.6 43.1 8.5 42.8 40.4 2.4

S1 55.0 41.5 13.5 43.8 40.3 3.5
S2 51.8 45.3 6.5 41.1 38.3 2.8

Yes–No S3 50.3 45.8 4.5 43.9 40.4 3.5
S4 52.7 42.0 10.7 38.0 39.5 21.5

Mean 52.5 43.7 8.8 41.7 39.6 2.1
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II. RESULTS

The results from the 2IFC paradigm are shown in the top
half of Table I. The results for the lower masker level are
shown on the left, and those for the higher masker level on
the right. The results are reported both as the signal level
relative to the masker spectrum level at threshold~i.e., as the
signal-to-masker ratio or SMR! for the two signal delays and
as overshoot. As shown previously in 2IFC paradigms~e.g.,
Bacon, 1990; Carlyon and White, 1992!, the amount of over-
shoot decreases at high levels; in this case, it decreases from
an average value of 8.5 to 2.4 dB.

The psychometric functions obtained in the yes–no
paradigm are shown in Fig. 1, whered8 is plotted as a func-
tion of SMR. The results for the lower level are in the left
panel, and those for the higher level are in the right panel.
Within a given panel, the results are shown for each indi-
vidual at both signal delays. For a given subject, the results
for the 70-ms delay~dotted lines! are located to the left of
those for the 0-ms delay~solid line!, indicating better perfor-
mance at the 70-ms delay~i.e., overshoot!. These functions
were fitted with a least-squares straight line (logd8 vs SMR!;
the r 2 values ranged from 0.74 to 0.98~mean of 0.88!, ex-
cluding the one function~S2, lower level at a 0-ms delay!
that contained only two points. There were no systematic
differences in the slopes at the two delays or two masker
levels. Excluding the one two-point function, the average
slope on these coordinates was 0.32. From these fits, the
threshold for a given condition was estimated as the SMR
yielding ad8 of 1.0. These are shown in the bottom half of
Table I, along with the overshoot values. There are generally
only small differences in threshold and overshoot values be-
tween the 2IFC and yes–no procedures within a given sub-
ject; averaged across subjects, there is almost no difference
at all. For both procedures, the mean overshoot value de-
creases from about 9 to 2 dB as the masker spectrum level
increases from either 20 or 30 dB to 50 dB.

III. DISCUSSION

The purpose of this study was to determine whether the
decline in overshoot at high levels might be related to the
slow recovery of high-threshold, low-sr fibers~Relkin and
Doucet, 1991!. The onset response of those fibers can require
as long as 2 s or so torecover, and it has been suggested that
those fibers are responsible for the~long! recovery of the
compound action potential in humans following intense
acoustic stimulation~Murnaneet al., 1998!. Thus, we wished
to determine whether the timing sequence of a typical 2IFC
procedure, where there is usually no more than about 500 ms
between observation intervals, might preclude the complete
recovery of the onset response of those fibers, and hence

reduce overshoot. We implemented a single-interval, yes–no
procedure with 4 s between observation intervals, thus pro-
viding sufficient time for complete recovery. Nevertheless, a
nearly identical decline in overshoot with level was observed
in the yes–no procedure as in the 2IFC procedure. Although
we cannot be certain that low-sr fibers dominated the re-
sponse at the higher masker level, we probably can assume
that, at a given level, the same group of fibers dominated the
response in the two paradigms. Thus, the results of the
present study strongly suggest that the decline in overshoot
at high levels is not due to low-sr fibers being in a state of
adaptation. Whether it is instead related to some other factor,
such as the basilar-membrane input–output function chang-
ing from compressive to linear, remains to be determined.
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Erratum: ‘‘3aBB4. Ultrasound contrast agents retain acoustic
activity post phagocytosis by leukocytes’’ [J. Acoust. Soc. Am. 106,
2192(A) (1999)]
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University of California, Davis, One Shields Avenue, Davis, California 95616
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University of Virginia, Charlottesville, Virginia 22908

A corrected abstract from the 138th Meeting of the Acoustical Society of America is printed here.

9:45

3aBB4. Ultrasound contrast agents retain acoustic
activity post phagocytosis by leukocytes
†J. Acoust. Soc. Am.106, 2192„A… „1999…‡

Paul Dayton, James Chomas, and Katherine Ferrara
University of California, Davis,

One Shields Avenue, Davis, California 95616

Jonathan Lindner and Matthew Coggins
University of Virginia,

Charlottesville, Virginia 22908

It has been observed that ultrasound contrast microbubbles are phago-
cytosed intact by activated leukocytes in regions of inflammation. In order
to determine if microbubbles remain acoustically active following phago-
cytosis, the physical responses of phagocytosed and free microbubbles to
acoustic pulses were measured optically and acoustically. The rate of mi-
crobubble destruction at each acoustic pressure is lower for phagocytosed
compared to free microbubbles. Destruction of phagocytosed mi-
crobubbles at21600 kPa occasionally results in disruption of the leuko-
cyte cell membrane. The phenomena of leukocyte destruction by insoni-
fied microbubbles was assessed with a high-speed imaging system and
appeared to be due to rapid, extreme fluctuations in microbubble diameter
~up to 300%! during pressure rarefaction. Analysis of the echoes returning
from phagocytosed microbubbles demonstrated similarity to the nonlinear
responses produced by free microbubbles. Primary radiation force is ob-
served to displace phagocytosed microbubbles a distance of 100 microns
~2240 kPa, 10 kHz PRF! thus providing further evidence of acoustic
activity. It can be concluded that phagocytosed microbubbles maintain
their susceptibility to acoustic destruction and can generate nonlinear ech-
oes. These results indicate that contrast-enhanced ultrasound may be used
to identify and assess regions of inflammation by detecting acoustic sig-
nals from microbubbles that are phagocytosed by activated leukocytes.
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Erratum: ‘‘Thermal diffusion and mixture separation
in the acoustic boundary layer’’
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Our arbitrary decision to letc represent the mass fraction
of the lighter component was very unfortunate, because it
causedkT8 to be negativefor typical gas mixtures such as
He–Ar, in contradiction to the sign convention forkT used in
most publications and in our own numerical examples.
Hence, for consistency within this paper and with most pub-

lications: In the third paragraph of Sec. II and the first two
paragraphs of Sec. IV, the words ‘‘lighter’’ and ‘‘heavier’’
should be interchanged, and ‘‘lower’’ should be ‘‘higher.’’
SubscriptsH andL should be interchanged in and near Eqs.
~39!, ~40!, ~43!, ~44!, and ~52!. @Equations~41!, ~42!, and
~45! are unchanged becausenH512nL .#
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